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PREFACE 
 

This book contains the Proceeding of research papers presented at the 1
st

 International 
 

Conference of the IEEE Nigeria Computer Chapter (IEEEnigComputConfô16), held between 

Wednesday, 23
rd

 November, 2016 and Saturday, 26
th

 November, 2016 at the University of Ilorin, 

Ilorin, Kwara State, Nigeria. 
 

 

The conference was organized by the IEEE Nigeria Computer Chapter 

(http://www.ieee.org/go/nigeriacomputerchapter) in collaboration with the Department of Computer 

Science, Faculty of Communication and Information Sciences, University of Ilorin. The Department 

of Computer Engineering, Faculty of Engineering and Technology of the same institution also served 

as a technical co-sponsor. 

 

In all, a total of over sixty (60) papers, including two (2) lead papers were submitted as at the time of 

going to the press. Apart from Nigeria, submissions were received from such countries as Malaysia, 

South Africa and Pakistan. The papers were subjected to a referee process with respect to the actual 

content and the level of originality. The thirty eight (38) papers which appear in this Proceeding were 

those that substantially met the set acceptance criteria. 

 

I wish to appreciate all who contributed in one form or the other towards making this Proceeding a 

reality. 

 

Thank you. 
 
 
 
 

Professor Bamidele (óDele) Oluwade, Ph.D., SMIEEE, FNCS 
 

General Editor, 

Proceedings of the 1
st

 International Conference of the IEEE Nigeria Computer Chapter, November 

2016. 
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Operations Research in the Management of 

Diseases 
 

Joshua O. A. Ayeni 
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Redeemerôs University,  

Ede, Osun State, Nigeria 

(Lead Paper) 

 
 

Abstract - Diseases are frequently referred to as 

communicable (infectious or contagious) or non-

communicable (chronic).  However, some 

authorities have challenged this grouping over the 

years.  They claim that some non-communicable 

diseases can be considered communicable, if one 

considers the causation, whose determinants are 

considered vectors, of the so-called non-

communicable diseases.  In fact, Remais B. Justin 

et al.[3] stated that the two groups converge in low 

and medium income countries (LMICs) and that a 

combined strategy is needed in surveillance and 

disease control.  It is therefore, posited in this 

paper that the management of the two groups in 

LMICs ï communicable and non-communicable 

need not be separated and so Operations Research 

methodology should be applied to them alike. 

 

Key words - operations research, disease 

management, health research, low- and middle- 

income countries 

 

I. INTRODUCTION 

The theme of this conference is ñThe Role of 

Information and Communication Technology in 

Information Management and Control of 

Communicable and Non-Communicable Diseasesò.  I 

have decided to speak on the topic: ñOperations 

Research for Management of Diseasesò. 

 

Communicable diseases have been referred to as 

diseases that can be transmitted and make people ill.  

They are caused by pathogenic microorganisms such 

as bacteria, viruses, parasites or fungi.  They can be 

spread, directly or indirectly, from one person to 

another.  They include:  lassa fever, tuberculosis, 

malaria, HIV/AIDS, Ebola, to name a few.  They are 

also referred to as infectious or contagious diseases. 

From WHO (World Health Organization) Fact sheets, 

we read that in 2015, 95 countries and territories had 

on-going malaria transmission and about 3.2 billion 

people (almost half of the worldôs population) were 

at the risk of malaria.  In that year, sub-Saharan 

Africa had up to 88% of malaria cases and 90% of 

malaria deaths. 

 

Non-communicable diseases (NCDs) also known as, 

chronic diseases are not passed from person to 

person.  They are of long duration and generally slow 

in progression.  WHO Fact sheet in January 2015 

stated that NCDs killed 38 million people each year 

and three quarters of them occur in low and middle 

income countries (including Nigeria).  NCDs include: 

heart attacks and stroke, cancer, asthma and diabetes. 

 

BarretïConnor [17] believes that the distinction 

between chronic (non-communicable) disease and 

infectious (communicable) disease is arbitrary and 

detrimental to epidemiologic study of disease. 

 

M. Ackland et al. [4] stated that chronic non-

infectious diseases like cardiovascular diseases are 

communicable.  The reason is that, if one looks at the 

causal factors of chronic diseases, their (causal 

factors) determinants should be considered as vectors 

for the diseases. 

 

Justin V. Remais et al.[3]   stated that ñthe 

convergence of non-communicable disease (NCD) 

and infectious disease (ID) in low and middle-income 

countries (LMICs) presents new challenges and new 

opportunities to enact responsive changes in policy 

and researchò.  They opined that a continued strategy 

is needed in surveillance and disease control.  

 

 Operations Research (OR) represents an integrated 

framework to help make decisions.  It is a critically 

important way to support managerial decision 

making in health fields essentially in planning, 

coordinating, training and evaluation functions.  The 

central objective of OR is always to obtain a better 

understanding of the óoperationsô of programmes so 

that needed improvements can be made.  This is 

achieved through increasing the efficiency, 

effectiveness and quality of services delivered by 

providers and the availability, accessibility and 

acceptability of services desired by users. 

 

In the sections that follow, we will talk about what 

OR is ï its definition, tools and approach. We will 

also talk about management of disease in health care. 

We will then give specific applications of OR in 

health care and conclude with recommendations. 
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II. OPERATIONS RESEARCH  

Operations Research (also known in Europe as 

Operational Research) originated in the efforts of 

military planners during World War I.  After World 

War II, the techniques became more widely applied 

to problems in business, industry and society.  The 

techniques focused on the development of 

mathematical models that could be used to analyze 

and optimize complex systems and has become an 

area of active academic and industrial research to 

date. 

 

The terms Operation Research and Management 

Science tend to be used synonymously.  A common 

misconception held by many people is that OR is a 

collection of mathematical tools.  While it is true that 

it uses a variety of mathematical techniques, it has a 

broader scope.  It is a systematic approach to solving 

problem which uses one or more analytical tools in 

the process of analysis.  The important thing here is 

that OR uses a methodology that is objective and 

clearly articulated and is built around the philosophy 

that such an approach is superior to one that is based 

purely on subjectivity and the opinion of ñexpertsò in 

that it will lead to better and more consistent 

decisions.  In an application of OR, the final decision 

is taken by somebody who has the knowledge of the 

problem being solved and can align the results of the 

analysis to arrive at a sensible decision.  It can also 

be concluded that OR can be translated to mean 

óResearchô into how óOperationsô can be made better 

(improved upon). 

 

Tools of Operation Research  

OR uses any suitable tools or techniques available.  

The basic tools include system analysis, probability 

theory, decision theory, Monte Carlo simulation, 

stochastic processes, markov decision processes, and 

queueing models transportation models, Network 

models, game theory, mathematical programming 

models, inventory models and other computational 

techniques such as computational intelligence 

methods. 

 

 

OR Approach and Strategy 

 

Wikipedia (Retrieved 19/11/2016) defines strategy as 

a high level plan to achieve one or more goals under 

conditions of uncertainty.  Bell[2 ] suggests that the 

primary impact of a successful strategy is that it 

creates a competitive advantage that is sustainable 

over a period of time.    Bell & Anderson [1] 

identified 13 out of 42 private sector  (in Edelman 

Prize finalist articles published between 1990 and 

1999) as OR/MS work that leads to sustainable 

competitive advantage.  Thus, OR also addresses 

strategic problems, i.e., problems that involve 

managerial decisions. 

 

OR approach to making high level managerial 

decisions comprises the following sequential steps 

(see Nikita Dutta [5]) 

 

Á Establishing objective 

Á Defining the problem including goals 

Á Identifying possible alternative courses of action 

thru: 

 

i) Data Collection 

ii)  Model Formulation 

iii)  Solution 

 

Á Evaluating alternative courses of action and 

choosing the best 

Á Implementation and monitoring 

 

These steps are tied together through a mechanism 

for continuous feedback. 

 

Brandeau [6] states in her paper that junior 

scholars/academia often avoid working on practical 

applications in health because promotion and tenure 

processes tend to value theoretical studies (i.e., steps 

i-iii above) more highly than applied studies. She 

related her experience in using OR to inform and 

influence decisions in health. 

 

III.  MANAGEMENT OF DISEASES 

 

Disease management is a large industry with many 

vendors and programmes offered through health 

plans, agencies, associations and employers that offer 

health insurance.  OR-based analysis has potential to 

improve decision making for real-world health care 

problems. 

 

In a review paper by William K. Bosu [18], he 

discussed many areas where OR has been used to 

assist in the management of infectious 

(communicable)  diseases in developing countries 

and advocated that since the demarcation between 

infectious (communicable) diseases and non-

communicable diseases were becoming blurred, it is 

justifiable to integrate the health programmes for the 

two classes wherever possible.  The followings are 

some considerations in the disease management and 

delivery of service in developing countries, most of 

which belong to LMICs. 

 

1. Setting Priorities 

  

A very useful checklist on the process for setting 

health research priorities has been made available  

[7].  It outlines what activities and factors should be 

considered in the preparatory stage, how priorities 

should be decided on and what actions follow after 

priorities have been set. 

 

 

2. Integration of OR results into service delivery 

and programme management 

  

Academics have integrated a cluster-randomized trial 

comparing strategies for HIV care into routing health 

care delivery in Uganda [8]. 
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3. Use of routine data 

 

Routine data have been used to estimate the 

prevalence of hypertension in workers or other 

defined population groups [9] or to assess outcomes 

in a cohort of diabetic patients in primary health care 

settings after a 3-year follow-up [10] 

 

4. Rapid data Collection and Analysis 

 

Electronically-based STEPS survey or eSTEPS 

developed by WHO involves the use of personal 

digital assistants with a suite of software for data 

collection, data-quality checks and tools for data 

analysis. It also allows higher-quality data and 

standardization across studies in different sites. 

 

5. Patient self-monitoring is an essential part of the 

management of hypertension and diabetes. Rapid 

tests are being continually developed for the 

diagnosing of malaria, TB and HIV. Home-based 

electronic devices are available for measuring blood 

levels of glucose, cholesterol and triglycerides.  

 

6. Chemoprophylaxis 

The principle of chemoprophylaxis aims at 

prevention of disease when a person comes into 

contact with infectious disease agent. Aspirin and 

satins are known to be very effective in secondary 

prevention. 

 

7.  Modeling 

Data are needed to feed mathematical models to 

provide permanent programme information. Aids 

Impact Model and Spectrum were developed to help 

estimate the prevalence of HIV in the general 

population based on surveillance of pregnant women 

attending prenatal clinics. 

 

IV.  SPECIFIC OR APPLICATIONS IN 

HEALTHCARE 

 

1. Electronic access to diagnostic result systems. 

The use of information and communication 

technology (ICT) comes into play here. 

 

2. Vehicle location problem uses iterative 

optimization algorithm with parameter 

estimation (see Kim & Lee[11]) 

 

3. Queueing model was used to determine number 

of hospital workers to meet specific service level 

in a care on demand process (see van Eeden et 

al.[12]). 

 

4. Dynamic grouping and prioritization (DCP) 

algorithm was used to identify most appropriate 

patient groups and prioritises them according to 

patient- and system- related information, and 

gives a superior performance to ESI (see Ashour 

[13]). 

 

5. Simulation-based decision support model was 

used in the design of an emergency department 

(ED) to improve patient throughput time goal of 

arrival to departure under 3 hours for 80% of ED 

patients (see Chongsun [14]). 

 

6. Computational intelligence relies greatly on 

historic data (Dounias and Linkens [16]). It is 

able to make use of adaptive learning algorithms 

for medical diagnosis (see Amato et al. [15]). 

Some of these algorithms are evolutionary 

algorithms and data mining algorithms. 

 

7. The objective of heuristics is to produce a 

solution in a reasonable time frame that is good 

enough for solving the problem at hand. They 

may produce results by themselves or they may 

be used in conjunction with optimization 

algorithms to improve their efficiency. 

Heuristics underlie the whole of AI and 

computer simulation of thinking as they may be 

used in situations where there are no known 

algorithms. 

 

V. CONCLUSION 

 

 I summarize this paper with the following 

recommendations: 

 

1. Academia in Operations Research should extend 

their research beyond obtaining scientific 

solutions only. Most real-life problems are more 

complex than what algorithms and heuristics can 

solve alone. 

 

2. Governments and communities in low- and 

middle- income countries (Nigeria included) 

should endeavor to build capacity to increase 

volume of research in Operations Research 

through adequate funding and also provide 

facilities that would enhance healthy living in 

the society. 

 

3. Operations Research strategies should be 

integrated to health care programmes for 

diseases in LMICs using available international 

standard tools. 
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I. INTRODUCTION 

 

Since the beginning of humanity and human 

organizations, there have been several threats to its 

survival by endemic outbreaks of infectious diseases. 

The Ancient Egyptians were hit by a plaque that 

ravaged them with ferocity around 1715 B.C. In 

1348, the Black Death bubonic plague burst in 

Europe, and was estimated to have killed over 25 

million people in just five years. The pandemic 

influenza virus of 1918ï1919 swept through 

America, Europe, Asia, and Africa and was also 

estimated to have killed around 40 million people. 

Less severe influenza pandemics also re-emerged in 

1957 and 1963 which killed up to one and two 

million people respectively (World Health 

Organization: 

http://apps.who.int/iris/handle/10665/68985). In the 

last decade, people in the  world, particularly in 

Africa continent, have been contending with various 

emerging and re-emerging epidemics such as AIDS, 

measles, malaria, polio and tuberculosis that have 

been claiming the lives of millions of people yearly.  

According to the UNAIDS report on the global AIDS 

epidemic, an estimated 34 million people, including 

3.4 million children, were living with HIV worldwide 

at the end of 2010 and not less than 1.8 million 

people have died as a result of the pandemic. 

 

With rapid technological advancement, we are now 

able to produce effective vaccines and antiviral 

drugs, and with a large and intensive research, we are 

able to continue to design better drugs and vaccines. 

Nevertheless,  humankind will continue to contend or 

grapple with the challenges of regular outbreaks of 

communicable and non-communicable diseases and 

epidemics. Just about two years back, Africa was 

gripped with the fear of Ebola, which spread like 

wildfire in West African countries. And we donôt 

forget the recent outbreak of Fikka viruses in Brazil, 

Avian flu in Southeast Asia and  Lassa fever in some 

parts of Nigeria. The outbreaks of these diseases and 

their concealed or unpredictable nature created fear 

and panic in the minds of people in the world. 

Thus, one of the major concerns of policy makers and 

governments in any responsible and responsive 

society should always be on how to control the 

outbreaks and transmission of pandemic diseases. 

This is necessary because there is always a 

complexity in the disease transmission mechanism, 

and, of course, this is why there will always be 

threats of pandemics of infectious diseases. 

So, the world at large is expected to work 

collaboratively together to prevent, control and tackle 

the outbreaks of infectious diseases of global impact. 

This is, without doubt, why there has been an 

intensive worldwide effort in speeding up the 

developments in the establishment of a global 

surveillance network for combating pandemics of 

emergent and re-emergent infectious diseases. 

Scientists from different fields extending from 

medicine and molecular biology to computer science 

and applied mathematics have teamed up for rapid 

assessment of potentially urgent situations.  

Towards this aim, mathematical modeling has been 

playing an important role in predicting, assessing, 

and controlling potential outbreaks of pandemics. In 

other words, there has been an inevitable need to 

have a better understanding of how infectious 

diseases spread among a community or a population 

and how the spread could be quickly controlled.  To 

achieve this understanding, modeling and simulating 

the contagious dynamics, the impact of numerous 

variables ranging from the micro hostïpathogen level 

to host-to-host interactions, as well as prevailing 

ecological, social, economic, and demographic 

factors across the globe have proved to be utmost 

useful (Constantinos I. Siettos and Lucia Russo, 

2015). 

A mathematical model is an explicit mathematical 

description of the simplified dynamics of a system. A 

mathematical model is a set of equations, which are 

the mathematical translation of hypotheses (or 

assumptions). Mathematical models can enable an 

extrapolation from current information about the state 

and progress of an outbreak to predict the future 

spread as well as possible controls of the spread of 

the outbreak. So, Mathematical models are now a 

fundamental element in planning control and 

mitigation measures against any future epidemic of 

an infectious disease. Well-parameterized 

mathematical models allow us to test a variety of 

possible control strategies in computer simulations 

before applying them in reality, which might not be 

possible in epidemiology experiments. 

 

 

http://apps.who.int/iris/handle/10665/68985
https://www.ncbi.nlm.nih.gov/pubmed/?term=Siettos%20CI%5BAuthor%5D&cauthor=true&cauthor_uid=23552814
https://www.ncbi.nlm.nih.gov/pubmed/?term=Russo%20L%5BAuthor%5D&cauthor=true&cauthor_uid=23552814
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II.        THE BEGINNING OF MODELING AND 

SIMULATION FOR INFECTIOUS DISEASES 

 

The very first epidemiological model was formulated 

by Daniel Bernoulli in1760  with the aim of 

evaluating the impact of variolation on human life 

expectancy. So, Daniel Bernoulli was the first to 

develop a mathematical model, which was  to analyze 

the mortality due to smallpox in England, and  which 

at that time was one in 14 of the total mortality. 

Bernoulli used his model to show that inoculation  

against the virus would increase the life expectancy 

at birth by about three years. Lambert, in 1772, 

followed up the work of Bernoulli extending the 

model by incorporating age-dependent parameters. 

 

At the beginning of the 20th century,  efforts at 

developing modeling for explaining and predicting 

the spread of  infectious diseases re-emerged  with 

the pioneering work of Hamer (1906) and Ross 

(1911)  on measles and malaria, respectively. We can 

actually say that it was Rossôs work that established 

modern mathematical epidemiology. In his work, 

Ross addressed the mechanistic a priori modeling 

approach using a set of equations to approximate the 

discrete-time dynamics of malaria through the 

mosquito-borne pathogen transmission. 

Following up the work of Ross, Kermack and 

McKendrick published three seminal papers which 

founded the deterministic compartmental epidemic 

modeling.  In these papers, they addressed the massï

action incident in disease transmission cycle, 

suggesting that the probability of infection of a 

susceptible (virgin from illness) is analogous to the 

number of its contacts with infected individuals. 

Thus, in 1927, Kermack and McKendrick  derived 

the celebrated threshold theorem for  the purpose of 

predicting the  spreading pattern of an infectious 

disease. Their model  established the critical fraction 

of susceptibles in the population that must be 

exceeded if an epidemic is to occur. 

 

Lermack and his team work was followed by the 

classic work of Bartlett, who examined models and 

data to expose the factors that determine disease 

persistence in large populations. 

MacDonald extended Rossôs model forty years after 

to explain in more details the transmission process of 

malaria and  to propose methods for eradicating the 

disease on an operational level. Due to the 

importance of MacDonaldôs contribution to the field 

by exploiting the use of computers, mathematical 

models for the dynamics and the control of mosquito-

transmitted pathogens are known as Rossï

MacDonald models ( Smith, et.al., 2012). 

Enko, in 1889, published a remarkable probabilistic 

model for describing the epidemic of measles in 

discrete time. With the use of the model,  he 

evaluated the number of contacts between infectives 

and susceptibles in the population. Enkoôs model  is 

the precursor of the famous Reed-Frost chain 

binomial model introduced by W. H. Frost in 1928. 

This model assumed that the infection spreads from 

an infected to a susceptible individual through 

discrete time Markov chain events. This 

representation set the basis of contemporary 

stochastic epidemic modeling. Given the diversity of 

infectious diseases studied since the middle of the 

1950s, an impressive variety of epidemiological 

models have been developed. 

 

III. PURPOSES OF MODELING AND 

SIMULATIONS FOR INFECTIOUS DISEASES 

 

The pattern of contacts between individuals is a 

crucial determinant for the spread of infectious 

diseases in a population.  The topological structure of 

the contact network of the population, the presence of 

people with a much larger number of contacts than 

the mean value , the clustering and presence of well -

identified communities of people , and the frequency 

and duration of contacts, all have important 

implications for the spread and control of epidemics.  

Epidemiology alone cannot provide proper insights 

into all these parameters of endemics or spread of 

infectious diseases. Thus, we must know that 

epidemiology alone cannot successfully control the 

spread of infectious disease  or even control the 

damage wide spread of infectious diseases can cause. 

The role of epidemiology is even limited when it 

comes to cure and interventions. There is a need for 

simulation and modeling to understand analyze, 

model, and simulate the dynamics of disease 

generation and propagation (Koopman, 1996). 

Such simulations could serve as dry ñlaboratoriesò 

for a new science of experimental epidemiology in 

which new population-level interventions could be 

designed, evaluated, and iteratively refined on 

simulated epidemics, with tangible benefits for real-

world epidemic prevention and control efforts. 

Mathematical models can project how infectious 

diseases progress to show the likely outcome of an 

epidemic and help inform public health interventions. 

Models use some basic assumptions and mathematics 

to find parameters for various infectious diseases and 

use those parameters to calculate the effects of 

possible interventions, like mass vaccination 

programmes. 

So, modeling and simulation provide decision 

support to policy makers on the  consequence, 

mitigation, and response to risks of infectious 

diseases. To this end, modeling and simulation is at 

the intersection of public health, biological science, 

and computer technology. 

Mathematical modeling has the potential of probing 

the complexity of infectious disease dynamics. It also 

has the potential to feed into public health policy and 

this  is why a wide range of models have been 

designed and used to support infectious disease 

control, elimination, and eradication efforts.  

So, modeling and simulation for infectious diseases 

entails using computer to develop a mathematical 

model of a complex system or process. Through 

https://en.wikipedia.org/wiki/Mathematical_models
https://en.wikipedia.org/wiki/Infectious_diseases
https://en.wikipedia.org/wiki/Infectious_diseases
https://en.wikipedia.org/wiki/Epidemic
https://en.wikipedia.org/wiki/Public_health
https://en.wikipedia.org/wiki/Parameter
https://en.wikipedia.org/wiki/Infectious_disease
https://en.wikipedia.org/wiki/Vaccination
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simulation, we can make a representation of actual 

communities based on demographic and 

transportation information. In these kinds of 

simulated environments, we can introduce infectious 

agents with certain characteristics and watch how 

they spread. These kinds of simulation enable us 

understand how an infectious disease can spread in 

real life, and then provide us a mechanism of 

preparation for controlling a pandemic when it breaks 

out.  With modeling and simulation, we can also 

introduce and evaluate the effectiveness of different 

interventions such as vaccinations or quarantine.  

 

III.  MODELING AND SIMULATION STRATEGIES 

Modeling and simulation make use of various 

strategies.  One of such strategies is Statistical 

simulation. Statistical Simulation and modeling allow 

for rapid assessment and surveillance through 

statistical methods. A physician, John Snow, used 

statistical method to model the spread of cholera in 

London in 1854. His modeling contributed to the 

successful eradication of the disease then. A basic 

regression model had also been proposed and 

constructed by Serfling to monitor the deaths of 

influenza based on the seasonal pattern of pneumonia 

and influenza deaths. Cumulative Sum (CUSUM) has 

also been a most common used technique for the 

detection of disease outbreaks. This is achieved by 

monitoring a cumulative performance measure over 

time. Through Hidden Markov Models, 

epidemiological concerns, as to how to infer about 

the dynamics of a particular infectious disease and 

forecast its outbreak, can be resolved. For example, 

we can forecast the evolution of an influenza 

epidemic by monitoring for example the number of 

reported cases as recorded through a surveillance 

network of physicians or in hospital units.  Principal 

Component Analysis (PCA) can also be used to 

create a single surveillance index that can be used to 

summarize temporal and spatial trends of malaria, as 

it had been used in India. (Cohen, 2010 ) 

Mathematical Models can be used to forecast the 

evolution of a ñhypotheticalò or on-going epidemic 

spread. Simulation is also used when the cost of 

collecting data is prohibitively expensive, or there are 

a large number of experimental conditions to test. For 

example, continuum models describe the coarse-

grained dynamics of the epidemics in the population. 

It can be used to study a model for the evolution of 

the disease as a function of the age and the time since 

vaccination (Keeling, 1999; Greenhalgh, 1995)  or 

investigate the influence of quarantine or isolation of 

the infected part of the population (Liu, 1986; 

Hethcote, 2002).  Such models can be explored using 

powerful analysis techniques for ordinary or partial 

differential equations or by using SIR mass-action 

model of Kermack and McKendrick (1922).  

Stochastic models including discrete and continuous-

time individual based Markov-chain models. These 

are usually individual-level models that relax the 

hypothesis of the mean field approximations of 

infinite population and perfect mixing introducing the 

uniqueness of the individual behavior including 

multiple heterogeneous characteristics.  

Lekone and Finkenstadt (2006) had used a stochastic 

SEIR model to simulate the dynamics of Ebola 

outbreak in the Democratic Republic of Congo in 

1995
.
 Bishai and his team (2011) used a stochastic 

SIR model with age structure and two additional 

states (compartments) to describe heterogeneity in 

vaccination. The authors combined the epidemic 

model with an economic model incorporating the 

costs of the control disease policies to study the cost 

effectiveness of supplemental immunization activities 

for measles in Uganda. Wang and his group (2012) 

developed a stochastic model within the SIR concept 

to simulate and better understand the multi-periodic 

patterns in outbreaks of Avian flu in North America.  

Generally, there are three distinct categories of 

modeling that could be used to study and understand 

infectious diseases and their propagation, spread and 

control. The three categories are Agent Based 

Models, Network Models, and Digital Models. 

Agent-based modeling represents the state-of-the-art 

for reasoning about and simulating complex epidemic 

systems. It simulates how individuals in a community 

created on the computer interact with the 

environment and with one another in order to predict 

how a disease could be spread over a space and time. 

These take into account details such as the 

transportation infrastructure of the simulated area, the 

mobility of the population, demographics, and 

epidemiological aspects such as the evolution of the 

disease within a host and transmission between hosts. 

Public-health epidemiologists, researchers, and 

policy makers are turning to these detailed models for 

reasons of ethics, cost, timeliness, and 

appropriateness. In epidemic systems, testing 

experimental conditions would put the safety of 

people at risk, creating an ethical problem. 

 

V. CONCLUSION 

 

By clarifying rigorously the assumptions entrenched 

in a model, the variables, and the parameters of a 

disease, mathematical modeling allows understanding 

the observed spread of diseases in space and time. 

Epidemiological model further provides important 

conceptual results including the basic reproduction 

number, the threshold effects, and the herd immunity. 

For evident ethical and practical reasons, experiments 

in public health are often impossible to perform and 

mathematical models thus appear as a cheap and 

efficient way to explore and test hypotheses. This is, 

for example, of particular practical utility in the 

design of vaccination policies. 

Evaluating the efficacy of control strategies through 

controlled experiments is usually practically 

infeasible and unethical, and this is why 

mathematical modeling are used to provide a 

powerful tool for conducting such experiments. The 

advent of computers has enabled us design complex 

models that can take into account the homogenous 

nature of diseases and population can now be 

constructed and studied with simulation and dynamic 
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analysis software.  Thus, computer simulation can 

now play an important role in the study of infectious 

diseases and how to control their spread.  

To this end, the computer scientists must rise to the 

occasion of predicting the pattern of likely outbreaks 

of pandemic diseases in our society with the aim of 

controlling their spread and mitigating their impact 

on the lives of the people. As people rely on 

epidemiologists to save them from pandemic diseases 

that can gradually or quickly wipe out our population, 

the people also depend on computer computational 

technologists, mathematicians and statisticians to use 

modeling and simulations to predict and prepare us 

for any emergent outbreaks that could be destructive.   

 

It is therefore recommend that we should all come 

together to establish a Nigeria Center for Discrete 

Mathematics and Theoretic Computer Science to 

focus on   computational and mathematical 

epidemiology for the purpose of  identifying  and 

exploring methods in mathematical science not yet 

widely used in studying epidemiological problems. 

With this, we would have been contributing our own 

quota to preventing and eradicating infectious 

diseases in our society. It is the belief that the 

different papers that will be presented at this 

conference will direct us and strengthen our resolve 

to make our world and society better for living. 

Thank you for your attention. 
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Abstractð In this paper, the author identified a number of 

advanced research discussions, reviewed some tools and 

methodologies currently used in an expert system designed for 

Malaria control, and presented a case study for diagnosis and 

management of malaria as discussed in this paper. The need to 

review and analyze different methods that has been used is very 

vital so as to help anticipated researchers. This will help the 

researchers understand what have been done since some 

literatures have been reviewed and this will motivate them to 

work under the domain and with other diseases since the 

methods have been analyzed. The analysis is based on the 

different approaches, the result and conclusions of each work 

also presented. The author evaluated some selected studies stated 

in the literature on techniques used in diagnosis and treatment of 

malaria fever. The studies identify methods that are mostly 

implored in carrying out research in this area. Findings from this 

evaluation would go a long way in enlightening and bridging the 

identified gaps for an improvement of the present study and 

further studies in this subject area. 

Keywordsð Expert system, Malaria, Diagnosis, Research, 

Application, Plasmodium spp 

I.  INTRODUCTION  

Expert system (ES) is the branch of soft computing in 
computer science that deals with the representation of human 
proficiency using computers technology. The ES is artificial 
intelligence that uses computer to solve demanding 
complications via professionalôs handle and competency in 
medicine sciences and many others fields. The structures of 
ESs are numerous according to diverse technologies used in 
accomplishing their tasks. However, they derived their 
terminologies and technologies based on the first set of ES, 
such as [1]. The ability for ES to diagnose diseases in an 
interactive setting is an important part of the system. Patient 
expresses their symptoms and signs through the knowledge 
base system since diagnosis involves the effective nature of 
ailment by considering patients signs and symptoms. The 
system which used knowledge base system in diagnosing 
diseases is called expert system. The introduction of artificial 
intelligence (AI) software systems have technologically 
advanced to support in the process of medical diagnosis. They 
have also been used as decision support systems for medical 
scientist. Most present existing automated disease diagnosis 

systems are either standalone, mobile or web-based systems. 
Researchersô definition for the AI field is ñthe study and 
design of intelligent agents,ò and the intelligent agents are 
system that perceives its settings and takes steps that exploit 
its chances of access [2]. 

 Many algorithms and technologies have been developed 
using soft computing algorithms such as fuzzy Logic, Genetic 
Algorithms and Artificial Neutral Network to find solution to 
the problem of accuracy and precision in the field of medical 
sciences [3], [4], [5], [6], [7], and [8]. AI has been used in 
different ways in the health industry, the use of computers as 
an Expert System to speed up diagnosis of diseases and to 
confirm it with medical doctorsô diagnosis, it provided quick 
and precise guidance in medical sciences on the diagnosis of 
related diseases and in most cases prescribe drugs to be used 
for patient, behave as a counsellor and create awareness to 
patient on certain diseases [9]. Today, medical diagnostic 
processes have been automated with computer-related 
technologies and its use increases almost every day. The basis 
of these systems, based on the principles of AI, are not just to 
diagnose patients but also in most cases prescribe drugs and 
treatment based on such.  

Malaria is as old as human being because it is an ancient 
disease, which causes social, economic and health burden 
amongst people in the world [9]. The disease is common in the 
tropical countries and the disease has been in existence for 
hundreds of years, malaria have remained a prominent public 
health challenge among many countries. WHO declared 
malaria endemic in 109 countries in year 2008 with 243 
million malaria cases recorded and million deaths of the 
endemic which are mainly children under 5 years of age 
(WHO). 

Mostly ecological factors and many others help in the 
spread of malaria, which includes season, climate etc., it is 
worthy of note that it is not limited to these. The Anopheles 
gambiae mosquito one of the seven classes of mosquitoes is 
the most effective vector that transmit malaria. They are 
common in Africa and temperate regions since they cannot 
survive frosty climate [10]. Plasmodium falciparum, is a 
parasite and protozoan carriers of female Anopheles 

mailto:awotunde.jb@unilorin.edu.ng
mailto:opmat01@yahoo.com
mailto:matiluko.opeyemi@lmu.edu.ng
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mosquitoes that are the main instrumental parasite of malaria. 
Temperature helps the transmission sequence of P. falciparum 
in many ways, but the effects on the duration of the 
sporogonic cycle of the parasite and the vector survival are 
particularly significant.  ñAt temperatures below about 22°C 
the decisive factor is the number of mosquitoes surviving the 
parasiteôs maturation period which takes 55 days at 18ÁCò [11] 
and ceases at around 16°C. After 55 days the proportion of a 
legion of mosquitoes that survives is only 0.003[12]. 

The disease happen and occur within the geographical 
boundaries of the affected regions, the problems become 
worrisome if the conditions between human, parasite and 
mosquito vector are symmetry then the affected population are 
disturbed. This problem has increased the number of  
incidence in Africans with over 124 million live in this types 
of environment and about 12 million cases of malaria were 
recorded and about 310,000 deaths annually because this 
epidemics [13]. 

Research have shown that malaria remains one of the 
major public health challenge in Africa [14]. The efforts that 
have being made in controlling malaria spread and 
transmissions within and between have not yield the desire 
results. Utzinger, Yesim, and Burton reported that the malaria 
monthly incidence rates and vector densities were normally 
used for surveillance environment management strategies and 
for adaptive tuning, this have shown a high level of 
performance in the areas where this formulation have been 
used [15]. As a result of these methods used, within 3-5 years, 
the malaria related illness and death rates were reduced by 70-
95% [15]. The same authors in recent work, showed that 
malaria control programmes using environmental management 
were effective in reducing illness and death [15].    

The crucial aim of the work is to offer a summary of 
techniques for diagnosis of malaria fever using Medical 
Diagnostic Decision System method, with an overview of their 
uses, and to offer a framework and future guidelines to 
researchers who are new and willing to work in this direction. 

This review is organized as follows: section 2 introduces 
various issues relevant to the expert system in malaria. Section 
3 reviews tools, and overall methods, that are suitable for 
conducting research in using expert system in malaria fever 
and its diagnosis. Section 4 concludes the paper by 
recommended possible future directions for research in 
malaria using expert system. 

II. RESEARCH ISSUES 

The study looks into research issues using modeling, data 

collection, diagnosis, treatment in malaria fever. It also studies 

various research issues and challenges facing potential 

applications in expert system techniques. 

A. Modeling in Malaria Disease 

The first task and challenge in designing expert system in 
malaria is the development of an appropriate model. Someone 
have to query and seek the model that is best appropriate and 
describes the symptoms, signs and properties of the epidemic. 
A robust and good mathematical model can help in achieving 
deeper insights into the interactions existing between patients, 
symptoms/signs, diagnosis, treatment and drugs in the malaria 
epidemic. 

A well-developed mathematical model help researchers to 
understands various concepts of the disease at abstract level, 
and make the definition of terms to be more understandable 
without any misconception. The developed models can be 
used in designing a robust expert system and can be used in 
tackling several other challenges associated with design of 
expert system. Also, it can be useful in generating an AI 
dataset, modification of parameters to simulate a special 
scenario, which can be used to compare different algorithms 
and studies. Such formulated model will help to study the 
peculiarities of the use of ES by infer latent patterns and 
structures that would explain certain phenomena like diagnosis 
and treatment of malaria, etc. 

Medical Diagnostic Decision Systemôs (MDDS) purpose 
is to support physicians in clinical decision making [16]. 
People are known for making vital errors when it comes to 
decision making in medicine, because of high complication of 
medical issues coupled with cerebral limitations. Coming up 
with decision-making can be complex in medicine because it 
required enormous volume of knowledge to even solve 
seemingly simple problems [17]. Normally, doctors are to 
remember and apply quite a number of knowledge of many 
array of individualsô such as disease presentations, indicative 
parameters, drug mixtures and recommendation for a given 
diagnosed ailment [18]. However, the physicianôs cognitive 
abilities are restricted owing to factors like multi-tasking, 
restricted reasoning and memory capacity [19], [20]. 
Consequently, it is difficult for an unaided Medical 
Practitioner (MP) to make right verdicts all the time [21]. 
Unfortunately, the increasing level of information generation 
by medical advances has worsened the MPôs task [22]: [21]. 
Individuals have a ñlimited channel capacityò [19], due to 
which they are incapable to process enormous sum of data. 
These confines result in an estimated 30% illness and death 
[23]; [24], which is avoidable. 

The commonly used models in malaria epidemic are: 
Analytic Hierarchy Process e.g. [25]; [26]; [27], Fuzzy logic 
e.g. [9]; [28]; [29]; [30]; [31]; [32]; [33]; [34]; [35]; [36], 
Neutral Networks e.g. [37]; [38], Decision Tree Analysis e.g. 
[39]; [40]; [41]; [42] and Automated Image Processing 
Method e.g. [43]; [44]; [45]; [46]; [47]; [48]; [49]; [50]. 
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B. Data Collection 

The collection of an organized electronic health 
information about a patient or population is term Electronic 
Health Record (EHR) [51]. This is represented and recorded in 
digital format, which can be shared across different health care 
locations. In most cases, the sharing occur through network-
connected, enterprise-wide information systems and other 
information networks or exchanges [52]. Keeping of records is 
an essential part of health care delivery since without it, 
planning, scheduling and keeping tracks of patient becomes 
difficult [53]. Treatment of patients depends mostly on 
previous records so as to know which drugs to prescribes and 
administer and also health center base their decisions on 
records for them to predict or know which drugs to stock, 
drugs to administer and which services to prioritize. Giving 
proper attention to health records management cannot be over-
emphasized because it make right information to be available 
at the right time and at the right place. The innovation of 
storing the patientôs information electronically was brought 
about by making available comprehensive medical 
information when needed [54]. The main catalyst for 
electronic health record (EHR) is to improve on patientsô 
medical care. 

Data collection is very vital in the treatment of any patient 
in a hospital as it is used to know the rudimentary history 
about the patient to be treated. Also, knowing the history of 
any patient before recommending any treatment for such 
patient is important because patients differ from each other 
and while one may like taking drugs the other may prefer 
injection. Most MDDS stores data from the initial 
consultation; and the clinician input data on the patient's 
progress from time to time, such as further parasite counts and 
temperature readings. The system will then take this data and 
make it accessible for medical diagnosis or medical research 
purposes. The data is stored on the server which makes it 
possible for interested parties to collect, or request for the 
data. The data can also be mailed to researchers at any 
location. Most systems store/records nearly all of the 
information it receives, and also all conclusions that it derives 
on a permanent database on the server. 

C. Malaria Diagnosis 

Medical diagnostics is based on different methods of 
research and determination of diseases and their severity with 
the purpose to aid, select and apply necessary treatment, and 
avert the development of complications and repetitive 
diseases. Diagnostic techniques are methods, which involve 
interaction between the medical consultant and the patient in 
form of ñquestion and answerò, this made it a good candidate 
for automation [55]. 

Diagnosis is the finding and recording of symptoms and 
signs of abnormal condition that affects a specific patient, this 
can be done using clinical data or lacerations. The final 
diagnosis must agrees with the disease that affects the patient, 
before declaring that the diagnostic process is correct; 

otherwise, the diagnosis is declared not correct and a 
misdiagnosis occurred.  The diagnostic procedure used the 
mathematical model design and this is based on disease 
models stored in the computer knowledge-based. The models 
must take into consideration the following: the name of 
disease with the cause, pathogenesis, lesion, pathophysiology, 
clinical data, syndromes, clinical presentation and 
complications. 

Proper treatment of any aliment need speedy and accurate 
diagnosis and this is very critical to the effective control and 
management of malaria fever. Globally the effect of malaria 
have encouraged the development of an effective diagnostic 
strategies for proper treatment of malaria in resource-limited 
areas where malaria is a significant burden on society and in 
developed countries where malaria diagnostic expertise is 
often lacking [56]; [57]; [58]. For proper malaria diagnosis, 
identifying malaria parasites or antigens/products in patient 
blood is very essential. The statement look simple, but 
effective diagnostic is subject to many factors. 

Malaria parasitemia diagnostic identification and 
interpretation in a diagnostic test can be influenced by the 
following: by the five malaria species; different stages of 
erythrocytic schizogony, endemicity of different species, 
interrelation between levels of transmission, population 
movement, parasitemia, immunity, signs and symptoms; drug 
resistance, the problems of recurrent malaria, persisting viable 
or non-viable parasitemia, sequestration of the parasites in the 
deeper tissues, and the use of chemoprophylaxis or even 
presumptive treatment on the basis of clinical diagnosis  [56]. 
Traditional methods of malaria diagnostic remain problematic. 
The modern methods of malaria diagnosis have been 
developed and introduced to overcome the limitation, 
inaccuracy and impression of clinical diagnosis. 

Medical doctors still preferred the used of traditional 
method of clinical diagnosis of malaria, the method is the least 
expensive and thus, most widely practiced. The method based 
on the patientsô signs and symptoms, and the findings during 
medical or laboratory examination. Malaria fever can be 
detected, nonspecific and inconsistent in its earliest stages of 
symptoms/signs. These symptoms includes fever, headache, 
weakness, myalgia, chills, dizziness, abdominal pain, diarrhea, 
nausea, vomiting, anorexia, and pruritus, which can leads to 
other ailment if not properly cared for [59]. The traditional 
used of clinical diagnosis for the epidemic is still problematic 
and challenging because of the non-specific nature of the signs 
and symptoms, which has considerable similarity with other 
common ailment like Laser fever, Ebola virus and many 
others ailments, including potentially life-threatening diseases 
like common viral or bacterial infections, and other febrile 
illnesses [56]. The relationship existing between malaria 
symptoms and other tropical diseases have created diagnostic 
problems and specificity. These can promote indiscriminate 
use of anti-malaria drugs, which will compromise effects and 
quality of care for patients with non-malarial fevers in 
prevalent areas [60]; [61]; [56]. 
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Prompt response and effective diagnosis of malaria 
reduces both complications and death in patients. The 
difference in clinical diagnosis of malaria from other tropical 
infections based on patientsô signs and symptoms, laboratory 
examination or physiciansô findings, may be very difficult to 
identify [56] that is why medical diagnostic decision system is 
a prompt intervention and are urgently needed for diagnosis 
and treatment of malaria fever. The paper review the 
intervention brought by the expert system looking into 
currently available diagnostic methods for malaria using 
expert system in different models. In other to reduce, manage 
or limit the effects of malaria, prompt and accurate diagnosis 
is paramount. 

D. Treatment for Malaria 

After being successfully diagnosed, the next step for a 
patient is treatment. Due to malaria similarity with others 
tropical ailments medical practitioners prefer that treatment for 
malaria should not be started until proper diagnosis is done 
and has been established by laboratory investigations. 
"Presumptive treatment" without the benefit of laboratory 
confirmation is not encouraging and should not be adopted 
expect for extreme circumstances (strong clinical suspicion, 
severe disease, impossibility of obtaining prompt laboratory 
diagnosis) [55].  

After laboratory examination and proper clinical 
diagnosis of malaria has been made, appropriate anti-malaria 
treatment must be initiated immediately. Before administering 
treatment on a patient the following three main factors must be 
used as a guide:  

Å The infecting Plasmodium species  

Å The clinical status of the patient  

Å The drug vulnerability of the infecting parasites as 
determined by the geographic area where the 
infection was acquired and the previous use of anti-
malaria medicines  

The parasitological status of a patient should be properly 
monitored after the initiation of treatment. In infections with 
P. falciparum or suspected chloroquine-resistant P. vivax, 
blood smears should be made to confirm adequate 
parasitological response to treatment (decrease in parasite 
density) [55].  Most of the MDDS under study did not include 
treatment in their proposed system; this may be because the 
system cannot include laboratory diagnosis which is very 
paramount in treating malaria fever and helps to know the 
types of drugs to recommend to the patient. 

III.  DIAGNOSIS OF MALARIA: A REVIEW 

The method used in this appraisal of work reported in the 
literature on the techniques used in diagnosis and management 
of malaria fever was done through the study of journals and 
publications. The study also includes books chapters, 
dissertation, working papers and conference papers. 
Publications considered in this review are recent ones and 
findings from this appraisal would go a long way in coming up 

with a robust method to further the research in the 
development of clinical decision support system for the 
treatment of malaria and other related diseases. 

A. Discussion 

Medical Diagnosis especially for diseases that present 
itself with multiple symptoms, which can be similar to 
symptoms of other diseases has been found to be daunting. 

This section presents a brief summary of results obtained 
from the research and the discussions of same. 

[27] developed a model for subjective evaluation of 
malaria symptoms using Analytical Hierarchy Process (AHP), 
techniques developed by Thomas L. Saaty in the 1970s. When 
tested with sample data from Malaria patients, a confidence 
level of about 7% above the manual method of diagnosis was 
achieved. The authors however suggested that the system be 
subjected to clinic test to aid in deployment of a full scale 
Malaria Diagnostic system. 

[25] The study considered data retrieved from 30 malaria 
patients and used for diagnosis in two different medical 
diagnostic expert system built on Analytic Hierarchy Process 
(AHP) and fuzzy logic respectively. The result showed that 
results from the system based on fuzzy logic has little more 
accuracy than that based on AHP however this result is non-
statistically represented. 

[28] The authors built a Clinical/medical diagnostic 
system using Visual Prolog programming language based on 
fuzzy logic. The system was designed to ensure accuracy and 
precision of laboratory diagnosis of Malaria through the 
system rather than the traditional method. 

[31] The authors concentrated on Fuzzy Expert System 
for Malaria detection and the system showed high potential 
with high detection accuracy, which in turn is able to reduce 
the time and effort put into traditional laboratory diagnosis of 
malaria without compromising the result accuracy and 
integrity. 

[62] The authors presented an architectural framework for 
a Coactive Neuro-Fuzzy Expert System model, which is a 
model design for easy diagnosis of Malaria based on a 
collection of symptoms. The model was built based on 
established symptoms of Malaria as reported by patients and 
an hybrid learning algorithm was used, which was made up of 
supervised learning (e.g. Back Propagation Network) and 
unsupervised learning (e.g. Kohonen Self Organizing Feature 
Map) to make it adaptive in handling cases that have not been 
predefined in the knowledge base. 

[63] The study used crisp input, which were fuzzified 
using inter-valued and triangular-shaped membership function 
and weighted average to defuzzify the inference engine output 
to develop a mobile device based fuzzy expert system for the 
diagnosis of Malaria. The system leveraged on the gross 
availability of mobile devices with almost all patient and this 
was found to be effective in diagnosis of Malaria.   
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[40] Developed FESM, a system for the management of 
Malaria based on Fuzzy Logic, which is decision support 
platform that can be employed in endemic regions to assist 
Researchers and Healthcare givers. The system was tested 
with a sample size of 35 randomly selected patient. The 
system used a triangular-shaped membership function for 
fuzzification of scalar inputs, root sum square (RSS) for 
inference and the center of gravity method for defuzzication. 

[42] proposed a clinical conventionally-based decision 
support system (PBDSS) to aid in treatment of malaria 
infected patients based on the severity level of the infection. 

[64] Developed an expert system from the combination of 
two systems to give a diagnostic tool that can provide prompt 
diagnosis and this was employed in the Niger-Delta region of 
Nigeria. The expert system is a combination of Disease-
Oriented Health Information System and Action-Oriented 
Integrated Management of Child Illness.  

[65] Studied the possibility of replacing clinical judgment 
and diagnosis of malaria by the developed decision tree model 
of diagnosis. The model was in detecting Plasmodium 
falciparum in young febrile children of ages less than 5 years. 

[67] Developed an algorithm for effective malaria 
diagnosis in pediatrics. This can be used by health worker 
even when at outpost or on outreaches. The algorithm was 
tested by the Medical Research Council Clinic, Basse, Gambia 
and it yielded encouraging result in the test sample of about 
518 children. 

[35] developed a decision support system for mosquito 
borne disease diagnosis, where medical experts are not easily 
available i.e. rural areas (or) remote areas. It is a symptom 
based decision support system. Which will be very useful in 
the diagnosis of malaria. MATLABôs GUI feature was used in 
designing the proposed system with the implementation of 
fuzzy logic. 

[37] The authors investigated Malaria detection and 
diagnosis using two techniques. The first technique used 
passive case detection on individuals with symptoms of 
malaria from a community in the Brazilian Amazon by 
comparing the performance of RDT Optimal-IT, nested PCR 
and light microscopy. The second technique did an active case 
detection of 380 individuals from a riverine community in 
Rondônia, Brazil suffering from malaria without known 
symptoms. Epidemiological data was also used to compare the 
performance of nested PCR, microscopy and MalDANN, an 
expert malaria detection system based on artificial neural 
networks. This showed that although RDT outperformed 
microscopy in diagnosis of malaria in patients with low 
parasitaemia, it is however unable to fully discriminate the 
Plasmodium species in 12 cases with mixed infections 
(Plasmodium vivax + Plasmodium falciparum). It was also 
discovered that the microscopy approached lagged behind in 
the detection of cases without known malaria symptoms 
(61.25% of correct diagnoses). 

[38] Developed Automatic Diagnosis of Malaria Parasite 
using Neural Network and Support Vector Machine. The 

motivation of the research was premised on the high mortality 
rate of about 300million per annum as a result of malaria. It is 
believed that early and faster identification of the malaria 
parasite can help reduce this figure. 

[42] Developed a Decision Support System, which is 
driven by medical and clinical conventions, used in active 
treatment of Malaria. The motivations for the research are: 
The medical field has become overwhelmed by large volume 
of data to manage, resulting into variations in treatment 
processes, which sometimes lowers quality of service. Malaria 
has continued to be a global scourge, killing several millions 
of people annually, larger percentage of which are infants, 
young children and pregnant mothers in remote or rural areas 
of Africa. These individuals in most cases have little or no 
access to standard health facilities and personnel. 
Additionally, Protocol non-compliance, inadequate knowledge 
and expertise are all responsible for these millions of death.  

[68] Used machine learning techniques in designing an 
online diagnostic solution. Their studies shows that 
considering five distinguishable cases of malaria for 
classification, a 100% accuracy value was attained for the 
training set while 94% was attained for the testing dataset. 
Their studies was based on rough set approach, a machine 
learning paradigm been applied to set of malaria symptoms 
labelled appropriately to define rules for determining malaria 
severity. However, the use of platforms like this is often 
limited by the I.T. skills of the end user. 

[49] Developed a system using image processing for 
identifying and analyzing malaria parasite.  The system was 
developed mainly because the manual Microscopy as a 
method of diagnosing malaria is time consuming and prone to 
human error even in experienced hands. The method adopted 
was Support Vector Machine (SVM) for classification of 
images based on malaria parasite infestation. The system uses 
statistical learning theory, which tends to produce predictive 
function from dataset in the problem domain for informative 
decision making. The automated system was designed with the 
aim of reducing or possibly eliminate human factor while 
providing an optimum tool to accomplish this. 

[69] Developed a rule based decision support tool 
(CLIPS) and a constrained Bayesian model were developed in 
Netica for comparative analysis of the value of probabilistic 
frameworks. CLIPS was designed to improve on the time 
expended in attaining a concise and reliable diagnosis of 
various malaria parasite species. The designed Bayesian 
model and CLIPS utilized a few assumption in achieving its 
aim. 

[39] Developed a cell phone-mounted light magnifying 
device and showed its potential for clinical. P. falciparum-
infected and sickle red blood cells in brightfield and M. 
tuberculosis-infected phlegm image samples were taken and 
tested in fluorescence. This produced results in blood cell and 
microorganism forms identification. The High resolution 
digital images were also leveraged on in obtaining counts of 
bacillus in the tuberculosis phlegm using image analysis tools. 
It is the opinion of the authors that this can be adopted 
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worldwide because mobile phones are readily available and 
other components are less expensive. This is believed to be 
able to meet the need of medical laboratories in remote areas 
of developing countries were cost of diagnostics equipment is 
a barrier. 

[70] Designed a software, MalariaCount, that was able to 
generate parasitemia from images of Giemsa-stained blood 
smears. This was then applied to typical vitro cultures of 
Plasmodium falciparum and those treated by drugs to 
determine the potency of MalariaCount. This yielded a close 
similarity in values obtained from the software and the manual 
approach of parasitemia count to proof that MalariaCount can 
effectively be utilized in research laboratories requiring 
prompt parasitemia count test result in large scale. 

[47] Designed a novel technique that used a database of 
475 images in identifying malaria parasite via morphological 
operations, histogram equalization, connected components 
analysis and thresholding to determine the estimated malaria 
parasite density. This created an optimized solution in terms of 
reduced processing time (about 2 seconds per images) and 
optimum average accuracy of about 96.46%. 

[46] Developed a novel image transforming algorithm, in 
form of an expert system, to dependably identify malaria 
parasite from Plasmodium falciparum species in thin smears 
of Giemsa stained blood sample. The algorithm adopted 
employed the same microscopy diagnosis of malaria. To 
achieve this, digital camera was connected to a light 
microscope via which digital images were acquired and the 
same images were converted to grayscale thereby reducing the 
variability of the images. The proposed algorithm was tested 
using malaria samples from Eijkman Institute of Molecular 
Biology, Indonesia. 

IV.  SUMMARY AND CONCLUSION 

The foremost objective of biomedical informatics and 
Telemedicine is the provisioning of automated decision 
supports to aid activities of medical practitioners. The models 
for emerging accurate medical diagnostic system algorithms 
are essential to achieve this aim. The importance of Medical 
Diagnostic Systems cannot be over-emphasized today, in view 
of the ever increasing medical science information eruption. 
Implementation of Electronic Medical Record (EMR) systems 
at health-care centers will somewhat necessitate the adoption 
of Medical Diagnostic System applications. From the 
reviewed works, researchers working on Medical Diagnostic 
Decision System for Malaria diagnosis and treatment had 
approached it using Analytic Hierarchy Process, Fuzzy logic, 
Neural Network and Automated Image Processing Method. 
The researchers working on these approaches have made use 
of different techniques like Symptomatic, Treatment based on 
laboratory results, imaging and data mining. 

The synthesis of Medical Science and expert system in 
managing malaria fever as a result problems associated with 
this disease was also established. These models are either 
based on available symptoms or images of the malaria 
parasites. The models are expected to be of immense 

assistance in both urban and rural areas of the affected regions. 
However, adequate care must be taken while developing these 
computer based systems. Accuracy and reliability of such 
systems must be thoroughly evaluated. It is observed from the 
reviewed works that most of these Computer Based Systems 
for malaria diagnosis are based on a single predictive models, 
most provide diagnosis without therapy and vice versa. In 
addition, most researchers failed to evaluate the detection rate 
(accuracy) of the designed systems. 

The areas of improvements that were identified by the 
author are: 

Inclusion of EMR System in designing MDS in malaria 
diagnosis will helps in giving precise, appropriate and 
sufficient prescription (drugs) to patient that use the system 
since such patient medical history is electronic available. 

Computer Based Systems for malaria diagnosis should 
move from a single predictive model by providing diagnosis 
with treatment and vice versa. 

Accurate Assessments of malaria diagnosis systems in 
clinical situation are indispensable to foster medical 
specialistsô application of these MDS supports. 

Comparative analysis of various forms of modeling 
techniques is expedient to aid better understanding of these 
various techniques, their strength and weakness. This also 
serves as guide to future researchers in making informative 
decision on the choice of existing model or technique that will 
favourably apply to a given medical decision problem 

Accessibly and simplicity of these systems must also be 
put into consideration by future researchers. Researchers can 
attempt to make these systems web based or mobile 
application based, especially those working in symptomatic 
environment so that many people can have access to it and the 
purpose of creating such system will be met. 

Future researchers can work on improved accuracy of 
malaria diagnostic system by modeling imprecise, inaccurate, 
temporal and historical data, work further on improving 
inference algorithms, and also find better avenues of collating 
globally diversified patient information without violating 
privacy issues as well as optimizing existing clinical 
microscopy algorithms. Diagnostics systems for medical 
purposes would be better suited if access to untagged or 
anonymous medical dataset are made ready available and the 
development of open-source data mining software/tools are 
improved on. 
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Abstract: Expert System as a branch of Artificial Intelligence is 

finding popularity and reputation in the field of medicine 

especially in medical support diagnosis system and across all 

others disciplinary. Many researchers have tried to addresses the 

problems of outdated method of medical diagnostic that full of 

inaccuracy and imprecision. Others researchers have made an 

attempt to design and implemented several algorithms using soft 

computing such as Fuzzy Logic, Genetic Algorithms and even 

Artificial Neural Network in address the problems of inaccuracy 

and imprecision in the field of medicine. Because of been afraid 

of direct contact with a patient with Ebola virus, a medical 

doctor is always being careful in handling cases of Ebola diseases. 

This paper present a rule based diagnosis system for Ebola virus 

using fuzzy logic. The medical expert system takes user input and 

depending on the input (symptoms) of the patient, diagnoses if 

the patient is suffering from Ebola virus or not. The System 

categorizes the Ebola symptoms using four linguistic variables 

based on the existing symptoms. Fuzzy rules are expressed and 

applied by java programming language model for the Ebola 

diagnosis system. The system provides useful evidence and 

anticipated data to develop fuzzy logic based control system for 

enhancement of the diagnosis of Ebola virus in real time 

application. The proposed system helps in the area of keeping 

patients medical records as well asking the Ebola patient to go 

for medical checkup for proper medication. Further work is 

expected to design, develop and implement the use of factor 

analysis and data mining techniques for classification and 

evaluation of qualified importance of the symptoms used in the 

process of Ebola diagnosis. 

 

Keyword:  Ebola virus, Algorithms, Diagnosis, Fuzzy logic, 

Medical. 

 

1.0 INTRODUCTION 

Patients visiting hospital in other to get quickly, precise and 

adequate treatment and care without queuing or postponement 

of treatment from the best hands [1]. No patient wants to be 

used as a specimen from the hands of a doctor particularly 

those that are just finishing from medical school and have not 

gain or improved on the knowledge since graduation from 

school and patient do not want any delay in getting treatment 

for whatever reason [1]. The above-mentioned problems have 

been the major issues in most hospitals, especially in 

developing countries [2]. 

Many people didnôt like visit the hospital because of  the smell 

of drugs, hostile nurses, and long queue await them before 

they were allow to see doctor or simply laziness among others 

factors [3]. Patients are death in most developing countries 

just because of minor ailments that could be been treated 

easily [1] [4]. 

Another major problems is the scarce introduction and the 

infusion of modern technologies that can help the activities in 

the practice of modern medicine. Technology have been 

proved to be  very useful tool in all areas of human 

endeavours that can helps in the areas of increase in 

efficiency, effectiveness and in turn productivity, the 

systematizing some of the medical processes involved in 

attending to patients that will increased the numbers of 

patients that can be attended to at the same time from different 

locations would be of enormous assistance [1]; [5]. 

Automated system are of greatly used in many developed 

world to improve the quality of medical services, it also 

reduced the workload of the medical doctors  [6]; [7]; [8]. 

Artificial Intelligence (AI) as branch of computer science have 

been used to creating machines that can involve on characters 

that human consider special or intelligent [9]. The competence 

to create intelligent machines has interested humans since 
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ancient times and with the new interest in the creation of smart 

machines coping with the research into AI programming 

techniques, the dream of researchers are becoming a reality 

[10]; [8]. 

Researchers are creating systems which can caricaturist human 

thinking, recognize speech win the best chess player ever 

known ad many other works or things never possible before 

for a smart machine to do. There are intelligent machine now 

that can drive car without any human supervision. It is of great 

important to find out how the military is applying AI logic to 

its works and hi-tech systems for you to be able to appreciate 

the work of these smart machine, and to see in the near future 

how the world of AI may impact our lives and human 

intelligent [8]; [11]. The used of human expert and over 

dependence on human expertise can be reduced if his/her 

skill/knowledge can be shared/shifted into a computer system 

[12]. The work proposed a supporting system that will deal 

with the problems of Ebola diagnosis using an (ES). ES make 

use of human knowledge and reproduced it into  computer to 

solve problems that customarily entail human expertise [13]; 

[14]. The creation of ES pursues and exploits appropriate and 

useful information from their human users by make used of  

available knowledge bases in the system to make useful 

recommendation [15]. The user can store heuristic knowledge 

using ES. Java programming language was used in 

development of the expert system [16]; [17].  Java 

programming was also used to design the system because of it 

flexibility in usage and to simplify the improvement of 

software to model human knowledge or expertise for medical 

therapy. 

The human health gives us the opportunity and sense of self-

reliance, allowing us to adventure more about the surrounding 

world that we would have done without good health. As it is 

commonly said that a healthy nation is a wealthy nation, one 

will be more productive both in reasons and otherwise when 

he/she is sound in health. Without good health no organ of the 

body will be function perfectly well. 

Ebola has been proved to be terminal diseases that many 

people fear and very careful to have direct contact with the 

infected person, because having direct contact can easily 

transfer the disease to the contacted person. This paper 

addresses the problems of diagnosing Ebola disease and 

shortening the period of detection and incubation of Ebola 

virus. 

 

1.1 Ebola Virus 

The Ebola virus previously called Ebola hemorrhagic fever 

was discovered in  rural Democratic Republic of Congo 

(formerly called Zaire) in the year 1976 [18][19][20]. Then 

Ebola virus had mostly be restrained to relatively small 

outbreaks in the rural area, until in the year 2014 that the 

outbreak hit the urban part of Liberia, Sierra Leone, and 

Guinea [20]. The world health Organization (WHO) has been 

condemned because of  its low level of commitment in 

response to the epidemic in the affected areas has called this 

the most severe critical health disaster seen in modern times 

[18]. It is very difficult to differentiate between EVD from 

other infectious Filovirus hemorrhagic fever such as laser 

fever, hemorrhagic fever, typhoid fever and meningitis, which 

some of them have the same symptoms/signs. Collecting 

samples from Ebola victims  are very extreme biohazard risk, 

but the laboratory testing on the unconfirmed and non-

inactivated samples should be conducted under extremely 

cares and in a biological containment conditions [20][19]. 

The Ebola virus causes serious illness and severe problems 

that is often fatal if not contained on time or leave on 

untreated. Ebola virus disease (EVD) was first discovers in 

1976 in two (2) instantaneous epidemics, one in Sudan in a 

village called Nzara, and in another village called Yambuku, 

in Democratic Republic of Congo. The EVD later arisen in a 

village near the Ebola river where the ailment take its name 

from [21][20]. 

The most recent and current epidemic of EVD in West Africa, 

was occurred in March 2014, which recorded to be the largest 

and most intricate Ebola outbreak since the discovery of Ebola 

virus in 1976 [19]. The outbreak recorded more cases and 

deaths than all others outbreak combined together. The 

outbreak spread within the countries because of movement of 

the carriers of this virus from one country to another starting 

in Guinea and the virus spreading across countries starting 

from Sierra Leone and Liberia then travel by air to Nigeria 

(one traveler), and to Senegal by land (one traveler) [21]. 

The virus called Ebola can be contained, controlled or limited 

to an area by imposing or enforcing quarantines the carriers by 

separating the sick patient from the healthy society, and 

keeping the exposed people away from the general population 

for the virusôs twenty-one day incubation period for proper 

observation of the carrier of the virus. Every traveler 

especially from the affected countries are potential Ebola 

carriers that can be screened for symptoms and travel history, 

which is the currently case for travelers from West Africa to 

the United States. This must be done regularly so as to contain 

the virus from spreading to other part of the world, which can 

lead to serious health problems for the entire world. 

Healthcare workers must always use protective equipment 

mainly created and designed to prevent, contain or resist the 
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virus. The United State Center for Disease Control has come 

up with a revised guideline, which has be released in October 

to prevent misuse of the kit/equipment, this call for regulations 

training and supervision on the doming and stripping of the 

outfits [21]. 

Other treatment for Ebola virus and measures have proven not 

reliable and more controversial, their efficacy is further 

questionable [22]. The affected countries of the world are 

Guinea, Sierra Leone and Liberia all the countries are from 

Africa continent and have very weak health systems, deficient 

in human and infrastructural resources to fight the epidemic, 

having only recently emerged from long periods of conflict 

and instability [23]. ñOn August 8, the WHO Director-General 

declared this outbreak a Public Health Emergency of 

international Concernò [19]. 

The time interval from infection with the virus of the patient to 

beginning of symptoms been manifested is from 2 to 21 days, 

which is the incubation period. A patient is not declared 

infections until they develop symptoms. The most important 

and first symptoms are the sudden onset of fever fatigue, 

muscle pain, headache and sore throat [21]. After which the 

following symptoms will be manifested vomiting, diarrhea, 

rash, symptoms of impaired kidney and liver function, and the 

most deadly case which occurred lastly in some cases, are both 

internal and external bleeding (e.g. oozing from the gums, 

blood in the stools) [18][20][19][22]. The laboratory findings 

of Ebola virus include low white blood cell and platelet counts 

and elevated liver enzymes [23].   

 

1.2 Fuzzy Logic 

The first recorded used of fuzzy logic began with the 1965 

proposal of fuzzy set theory by Lotfi Zadeh. [24][25] fuzzy 

logic has been well used and applied in many fields, from itôs 

used in control theory to the used in AI [24]. Both fuzzy logic 

and probabilistic logic are mathematically very similar 

because both have truth values that alternating between 0 and 

1 but theoretically different, due to different in their 

interpretations, the interpretations of probability theory in 

fuzzy logic corresponds/resembles to ñdegrees of truthò, while 

probabilistic logic yield different types of models of the same 

real-world situations/conditions [26]. 

It is a common saying and widely accepted that the main 

braches and components of soft computing are fuzzy logic, 

probabilistic reasoning, neural computing, and genetic 

algorithms [27], all these are also braches of AI algorithms 

[24]. The used of fuzzy logic was adopted to implement the 

proposed system since it is a powerful tool to deal with the 

problem of uncertainty and imprecision that always occurred 

in the field of medicine sciences. It is powerful tools that can 

be used in an uncertain cost-effective decision setting in deal 

with the imprecision and ambiguity of human thought and the 

difficulties in approximating inputs [28][29][25]. It has been 

used to bridge the gap between traditional and outdated 

approaches of diagnosis and computer-assisted diagnosis by 

handling the issues of vagueness, imprecision and ambiguity 

inherent[27][28] in the field of medicine which is always 

called an expert system medical diagnosis or medical decision 

support system. The system are every trustworthy amidst 

medical doctors know that their medical knowledge and 

resulting diagnosis are not always correct and is full of 

uncertainty with imprecise formulations[27][28]. 

 

2.0 OVERVIEW OF THE METHOD 

The data for this research will be collected using patients data 

collected from the hospital, the methods of data collection 

involves direct interview of experts and consultants in general 

medicine. The useful data for the research that will be 

collected include various signs and symptoms of the virus and 

various ways using in diagnosing Ebola virus. Also, several 

journal articles, paper presentations and relevant past research 

and projects were consulted in order to have a direction for 

this research, all these will be used stimulate the system using 

Java Programming language. The UITH, Ilorin (University of 

Ilorin Teaching Hospital, Ilorin, Kwara State) will be used for 

data collection. 

 

3.0 SYSTEM DESIGN AND FUZZY LOGIC 

STRUCTURE 

Over the years model, techniques and approaches for 

developing a software has emerged, these includes the use of 

CASE based tools or software. This paper is aimed at 

designing an ES system for the diagnosis of Ebola using the 

system follow the procedure for a design of a standard rule 

based expert system also using fuzzy logic. A fuzzy inference 

method was used to deduce the percentage risk of the patient. 

Logical (iSkinEruptionlementation independent): These 

aspects of the system that can be designed without knowledge 

of the iSkinEruptionlementation platform. 

Physical (iSkinEruptionlementation dependent): It is the other 

aspects of the system that are very dependent on the 

iSkinEruptionlementation portion and platform that will be 

used. 

After the review of the existing system and identifying its 

shortcomings, it has been concluded that there is a need to 

automate the system by creating software that will perform the 

various operations done by the existing system in a more 

precise and efficient way.  
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3.1 History Taking 

Significantly defining the reason for a patientôs consultation is 

required. In this stage the interpersonal services of the medical 

staff plays a big role in facilitating communication between 

the two parties. At this early stage a good and responsible 

medical doctor starting with an open question like ñHow can I 

help you todayò and it of important here to pay an attention to 

non-verbal cues that are more likely to be productive than 

launching into a closed question and answer session. 

 

3.2 Basic Data  

Patientôs Name: This identifies the patient in context for the 

purpose of interaction. 

Age of patient: Some diseases are always peculiar to a 

particular age range. The age of the patient will help the 

doctor to know what kinds of questions to ask based on the 

age range. 

Sex: There are some diseases that span across both sexes. The 

sex of a patient also goes a long way in determining the types 

of questions to ask the patient. 

Occupation: The occupation of the patient will also be 

recorded.   

 

3.3 Awkward CoSkinEruptionlaints 

During the process of CoSkinEruptionlaints it is necessary to 

ensure that the patient does not feel uncomfortable as not to be 

able to give all the necessary information needed for accurate 

diagnosis. There are two major things to put in consideration 

here: 

Firstly, the types of questions to asked the patients and how to 

put it across so that the patients will not feel un-protective 

around you. Secondly always make the patients comfortable 

around by asking open questions that need direct answers not 

a closed question, which can make the patient not response 

appropriately.  

This process is highly disturbing by its very nature. The 

patient has been exposed through the questions you have 

asked, which maybe both literally and figuratively of the 

layers that protect them from the physical and psychological 

probes of the outside world hence the patients might feel a 

sense of insecurity and might not be able to answer you with 

easy mind. 

The patient must be asked exhaustive, cherished questions. At 

this stage of coSkinEruptionletely that is at odds with the 

normal day-to-day interaction. There is no way the medical 

doctor will proceed without asking questions, the doctor have 

to scrutinizing into the life of the patient else 

coSkinEruptionletely become stranger. But it can be done in a 

way that the questions asked are in line with the problems at 

hands and should always maintains respect for the patientôs 

dignity and privacy. Many doctors/nurses develop resistant to 

the sense that they are violating a patientôs personal space and 

can unconsciously and unintentionally over step boundaries by 

the type of questions asked during consultation. Sidestepping 

by avoiding this types of questions is not an easy task. Always 

Listening and responding appropriately to the internal 

warnings within you can help to physique the normal 

interactions will help overcome this barrier. 

 

3.4 Fuzzification Process 

Fuzzification process is the fluctuating and changing of a real 

scalar value into fuzzy value [30][31][32]. The process can be 

achieved by fuzzifiers, its generally categorized into four types 

namely: Traingular fuzzifiers, Singleton fuzzifiers, 

Trapezoidal fuzzifiers and Gaussian fuzzifier [33][34]. The 

Triangular fuzzifier will be used in the research. 

Fuzzifier of data using Triangular Fuzzifier is carried out by 

selecting input parameters, and sticking them to the upper 

boundary of relationship function to determine the degree of 

membership. The first step in design and development of 

fuzzy logic based system is to construct fuzzy sets for the 

parameters to be used in the expert system. The development 

of fuzzy logic in constructing fuzzy sets parameters are shown 

in equations (1) to (4). The input and output parameters that 

were used and selected for this research were describe with the 

four linguistic four adaptable variables. The numeric range 

values of fuzzy sets for each linguistic is shown in table 1: 

Table 1: Range of fuzzy Values 

Linguistic Variables Fuzzy Values 

Mild  
 

Moderate  
 

Severe  
 

Very Severe 
 

Fuzzification starts with the conversion of the raw data from 

its present state. During the process, the Linguistic variables 

used are evaluated using the selected fuzzifier membership 

functions and this are the associated variables that are 

accoSkinEruptionanied by degree of membership ranging 

from 0 to 1 as shown in equation (1) to (4). The formulas that 

were used were formulated by help of both the expert doctor 

in the field of tropical medicine and literature. 
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Linguistic (Degree of 

severity) 

 

Human Expert (Knowledge 

Acquistion, Knowledge 

Representation, Knowledge 

Validation) 

 

Knowledge Base ï Fuzzy 

Rules Database 

 

Fuzzification Fuzzy Logic Inference 

(Root Sum Square) 
Defuzzification 

Crisp values 

Output parameters 

Input Parameters (crisp) 

            Eq. 1 

 

     Eq. 2 

 

             Eq. 3 

 

      Eq. 4 

After the formulation of the equations that will be used, the 

next step in the process is the development of fuzzy rules. The 

fuzzy rules were designed with the support of five medical 

doctors who are experts in the selected field. The knowledge-

based of FESMM was designed with the aid of combination 

theory that has no many fuzzy rules: only the valid rules where 

selected by the medical doctors. 

 An expert rule is said to fire if any of the antecedence 

parameters, which are mild, moderate, severe, and very severe 

evaluate to true (1), other if all the parameters evaluate to false 

(0), it does not fire. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.1: Fuzzification process 
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4.0 FUZZY INFERENCE 

Inference is the process of drawing conclusion from existing 

data. Fuzzy inference is the procedure of drawing conclusion 

from a given input to an output using the theory of fuzzy sets 

rules in the knowledge based system. The fundamental of 

decision-making from the input to output is process in which 

the inference engine make used of the rules formulated and 

contained in the rule base. The fuzzy inference engine draws 

conclusion base on the rules in the knowledge base system, the 

final decision is derives base on the rules. The FESMM 

inference engine will make uses a forward chaining machine 

to examine the knowledge for the sySkinEruptions of a 

disease. For each, the inference mechanism looks up the 

membership values based on the condition of the rule. The 

fuzzy inputs are normally mapped into their corresponding 

weighting factors and their related linguistic variables to 

determine their degree of association, membership and their 

relationship. Aggregation operator in fuzzification process is 

sued to calculate the degree of fulfillment or firing strength of 

a rule. 

The research paper decided to apply fuzzy logical AND gate 

evaluate the coSkinEruptionosite firing strength of the rules in 

the knowledge base system. In practice, the fuzzy rules sets 

always have several antecedents sets that are combined using 

fuzzy logical operators which is alos known as logic gate such 

as AND, OR, and NOT, though their definitions tend to vary 

AND siSkinEruptionly uses minimum weight of all the 

antecedents, while the uses of OR have maximum value. 

ñThere is also the NOT operator that subtracts a membership 

function from 1 to give the THEN part is called the 

consequentò.  

The authors will make use of the AND operator to combine 

the antecedent parts of the rules. The membership of truth (R) 

of the rules are determined for each rule by evaluating the 

non-zero minimum values using the AND operator. The 

inference engine evaluate all the rules in the rules sets by 

combines the weighted consequences of all the applicable 

(fired) into a single fuzzy set. The inference engine technique 

used in the work is eSkinEruptionloyed that is the Root Sum 

Square (RSS). RSS is given by the formula in equation (5). 

 

 =    eq. 5 

 

Where  are truth strength values of 

the different rules used, which share the same inference and 

conclusion i.e. R = value of firing rule. RSS used the 

formulated rules and combines the effects of all applicable 

rules, scales the functions at their respective magnitudes for 

the parameters and for coSkinEruptionute which is the ñfuzzyò 

centroid of the coSkinEruptionosate area. The method is more 

coSkinEruptionlicated mathematically than other formally 

used methods, this methods was selected for this paper since it 

gives the best-weighted influence in firing all rules. The 

methods RRS for drawing inference was found to be the most 

applicable and suitable method to infer data from the rules 

developed. 

 

4.1 DEFUZZIFICATION 

The main function of defuzzification process is to translate the 

output from the inference engine into crisp output [27][28]. 

The output from the inference engine is usually the fuzzy set 

and for almost all medical applications crisp values are 

essential. There are many types of the defuzzification methods 

namely: center-of-area (gravity), center-of-sums, mean of 

maxima and max-critenon. Abraham and Nath [35] pointed 

out that the Max-critenon produces the point by which the 

likelihood distribution of the action reaches a maximum value 

at the point of siSkinEruptionlest to iSkinEruptionlement. 

Most authors normally used center-of-area (center-of-gravity) 

or centroid method because when it is used, the defuzzified 

values tend to move efficiently and smoothly around the fuzzy 

output region [36][37]. The two techniques always gives more 

accurate representation of fuzzy set of any shape [38][39]. The 

center-of-gravity (CoG) is used in a situation the fuzzy sets is 

discrete variables, the CoG Y can be estimated to overtake its 

shortcoming, and this is represented in equation 6 [27]. The 

weighted average of the centers of the fuzzy set was 

formulated and used instead of integration [28]. The CoG 

always used for the averaging technique. The CoG formula for 

defuzzification is given below: 

 

CoG (Y
ô
) =         Eq. 6 

Where = membership value function and Xi center of 

function. 

 

The technique was used in this research paper since it is 

coSkinEruptionutationally siSkinEruptionle and intuitively 

conceivable. 

 

5.0 DISCUSSION 

Fuzzy logic is used to deal with the problems of uncertainty 

and vague terms, the methods of soft computing is widely 

accepted in different field of studies and sphere of life 

especially in the field medicine. The paper presented a novel 

method for diagnosis of Ebola virus in any patient that having 
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the symptoms of this deadly disease. Based on the selected 

area, the symptoms used will be select by the patient from the 

system, the Ebola virus symptoms were stored in the system, 

the user needs to select symptoms based on how the patient 

are feel. The next step for the system after the selection of 

symptoms, the patient will be asked some other related and 

vital questions based on the selected symptoms. The user must 

answers all the questions that the system asked, and the system 

response based on the answer selected. The fuzzy diagnosis 

system will diagnosis diseases and response based on its 

knowledge that is stored in the knowledge-base, it very 

necessary to add catalyst factor (if any), and to do the ranking 

before gives the result in fuzzy form. The available symptoms 

on the system enables the users to determine his/her possible 

ailments very quickly with the fuzzy sets on the system. The 

system was created based on the feedback from expert and 

specialist doctors, patients can also trust the result of the 

proposed system. 

The purpose of the paper is to stimulate the concept of fuzzy 

rule based system that incorporated fuzzy techniques in 

simplifying medical diagnosis system using Ebola virus as a 

case study. The fuzzy expert system for diagnosis Ebola virus 

was designed. Following the fuzzy logic implementation, the 

paper make used of the selection of fuzzifier, inference engine 

and rule base techniques to determine the output of the fuzzy 

logic system. Triangular fuzzifier was used, the expert doctors 

was very helpful in the designing of the rule base system, and 

RSS inference method, and the authors engaged the fuzzy 

logic overcome the traditional ways of diagnosis Ebola virus 

and also to remove uncertainty, ambiguity and vagueness that 

characterized the oldest methods that was inherent in medical 

diagnosis. 

Furthermore, the assign linguistics variables were used to 

diagnosis the degree of mildness, intensity or severity of the 

patient. The important of severity is to allow the medical 

doctors to assign diverse treatment to each of the patients 

according to their degree of analysis based on the results from 

the expert system. Among the soft computing techniques the 

fuzzy diagnosis has an advantage over other because it 

resembles human reasoning and human decision-making by its 

ability to work from rough reasoning and ultimately find a 

precise solution. 

 

6.0 CONCLUSION 

On the basis of all presented, it can be concluded that there is 

no doubt whether Fuzzy Expert Systems should be applied for 

medical purpose. The use of fuzzy logic have provides a 

proficient in dealing with the problems of inaccuracy and 

imprecision in medicine. The system is also a proficient way 

of arrived in reliable and precise diagnosis of Ebola more 

quickly and efficiently.   

The simulation of fuzzy logic for Ebola virus medical 

diagnosis system provides quick and precise platform to help 

and assist in Ebola virus research, medical doctors and other 

health workers in Ebola endemic regions. Application of the 

system will go really assist in proper and efficiently help for 

diagnosing Ebola virus, and if used intelligently, the results 

will be very useful in any environment for diagnosing Ebola. 

Also the implementation of fuzzy logic based diagnostic 

system will reduced the risk of having direct contact with 

patient that have symptoms related to Ebola virus. This will 

also reduce the workload of medical doctors and ease other 

difficulties that are always faced during hospital consultation. 

The system should be imperiled to severities clinical 

examination before acceptability for the full development for 

uses as Ebola Diagnosis system. 

 

7.0 FURTHER WORK 

The application of factor analysis in the classification and 

evaluation of relative importance of the symptoms in the 

process of Ebola virus should be considered for further work. 

A clinical examination and evaluation of the system is very 

important before full acceptability in diagnosing Ebola virus. 
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Abstract: Computer viruses are capable of unleashing their 

effects (payloads) in two ways: either by means of the system 

usersô action (e.g. Trojan horses) or by means of the encoded 

destructive sequence which enable it to infect systems without the 

aid of a system user (a typical example is a computer viral 

worm). The implication of the above is that computer systems 

can be latent infected before they become infectious. In this 

paper, the aim is to determine the behavior of computer viruses 

in a computer network which has fully functioning computer 

antivirus software installed on it. The model proposed is a 

modification of the SIRA (Susceptible, Infected, Recovered and 

Antidotal) model to include latent infected computers in the 

network which leads to the SLIRA (Susceptible, Latent infected, 

Infected, Recovered and Antidotal) model. In the model, some 

particular behaviors which some computer viruses exhibit (which 

lead to latent infection of computers by viruses) are considered. 

Thereafter, the disease-free, endemic equilibrium points, basal 

reproduction rate and stability conditions are sought. It can be 

inferred that every networked organization should have 

computer antivirus software installed on its system since 

whenever the total population of computers on the network is 

antidotal we achieve asymptotic stability. 

KeywordsðComputer virus,SIS, SIR, SIRA model, SLIRA 

model, Antivirus software, Basal Reproduction Rate and First 

order ODE 

V.  INTRODUCTION  

Computer viruses have been much of a bane to several 

individuals and organizations causing un-repairable damages 

and sometimes ones that cost lots of finance to bring about 

repair, other times, quite often, the issue of stolen valuable 

time, where an individual might spend several minutes waiting 

for a computer system to boot or for a particular program to 

run. Also, are situations of the data diddling virus where a 

thousand infected program modifies one bit in one randomly 

selected data file once a week. This implies that a thousand 

randomly selected bits of data in the infected system is being 

changed every week. A more humorous situation is one in 

which the virus creates typing errors whenever the user types 

faster than 60 words per minute.[1] 

 

Also worthy to note, is the fact that epidemiology has 

being widely applied to the spread of computer virus in a 

computer network. Developing a mathematical model for the 

computer viral propagation is of critical importance not only 

for understanding better the behavior of computer viruses but 

also for stopping the spread of the virus. Due to the high 

similarity between computer virus and biological virus, some 

models for the spread of computer virus have been proposed. 

Say, [2], [3].  

 

A reliable model of virus propagation is beneficial in the 

sense that, it allows researchers to better understand the threat 

posed by new attack vector and probably new propagation 

techniques. It would be beneficial to note that the use of 

conceptual models of worm propagation allowed researchers 

to predict the behavior of future malware, and later to verify 

that their predictions were correct. [4], [5] 

 

It is a common phenomenon that when several individuals 

talk about the computer virus they actually refer to a particular 

type of scripting program but in true since the word ñvirusò 

mainly refers to viruses, worms and Trojan horse. Each of 

these individuals has profound characteristics which 

distinguishes them from the others i.e. the worm virus does 

not require the aid of a user to carry out its payload. This 

implies that the worm virus would spread faster than the 

normal computer viruses. And since the normal virus and 

Trojan horse virus actually needs the help of the machine user 

to activate its destructive sequence it would also mean that 

they would remain in a latent state unless aided by the user.  

 

An issue with the SIS and SIR model would be that they 

lacked expression for computer systems which are latent 

infected and one which is in its antidotal state. Therefore, the 

need for the Antidotal and latent states would be put into 

consideration in this paper giving rise to the Susceptible, 

Latent, Infected, Recovered and Antidotal (SLIRA) model.  

The model proposed in this paper is a modification of the 

SIRA model of [6] to include computers which are latent 
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infected by computer viruses in the network. Below is the 

Piqueira semantic diagram for SIRA computer virus model. 

 

 

 

VI.  PRELIMINARY  ASSUMPTIONS 

¶ The total number of computers on the network (T) 

can be divided into five classes, namely; Susceptible 

Computers (S), Latent Infected Computers (L), 

Infected Computers (I), Recovered Computers (R) 

and Antidotal Computers (A) with fully functioning 

computer antivirus software installed on it. 

 

¶ We assume that the influx rate of computers into the 

network denoted by r and the rate µ of computers 

leaving the network not due to infection are zero. 

This implies that r = µ = 0. 

 

¶ The susceptible computers (S) are infected with a rate 

that is related to the probability of susceptible 

computers to establish effective communications with 

infected ones. Therefore, this rate is proportional to 

the product SI, with proportion factor represented by 

ɓ1. Or the susceptible computer is converted into 

latent infected by a proportion do to the product SL 

and is controlled by Ŭ. 

 

¶ Conversion of susceptible into antidotal is 

proportional to the product SA and is controlled by 

ŬSA. 

 

¶ Latent infected computers may be fixed by means of 

using antivirus software with the proportion do to the 

product LA that is controlled by user awareness u1(t) 

or it is recovered by the control factor u3(t). Also, 

latent infected computers may become infective via 

the product LI and controlled by the proportion factor 

ɓ2.  

 

 

¶ Infected computers can be fixed by using anti-virus 

programs being converted into antidotal ones with a 

rate proportional to AI, with a proportion factor given 

by u2(t) or becomes recovered with a rate controlled 

by u4(t). 

 

¶ Recovered computers can be restored and converted 

into susceptible with a proportion factor ɟ. 

 

From the above preliminary assumptions we move on to 

generate a semantic diagram of SLIRA model as shown 

below. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2 Semantic Diagram of SLIRA Computer Virus Model 

The semantic diagram of Fig.2 shows the path and 

behavior of computer virus and antivirus in a computer 

network. From the semantic diagram above the following 

equations can be derived 

 

 
                     (1) 

 

 
 

Under the assumption that   then, equations (1) 

becomes 

 

 

 
                               (2) 

 

 
 

 

From the provided systems of ODE in equations (2) we have 

that é(3) 

On integrating equation (3) it becomes  

 for any instant t. 
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Fig.1 Semantic Diagram of SIRA Computer Virus Model 
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VII.  DISEASE-FREE EQUILIBRIUM  POINTS 

There are disease free equilibrium points, which represent 

the situations where the infected systems is null ( I = 0 ). 

These points are given by: 

 

E0 = ( S = 0, L = 0, I = 0, R = 0, A = T)and 

E1= ( S = T, L = 0, I = 0, R = 0, A = 0) 

From the given conditions of E0 we can generate the 

Jacobean matrix for the linear system of equation (2). 

Whereby would be given as: 

 

 

 

By means of Ruth Hurwitz criterion of Liapunovs 

stability theory if the corresponding diagonal Eigen values of 

 are  it implies that the system of   is asymptotically 

stable. [7] 

Since the corresponding eigenvalues of is given as: 

 

 
 Respectively. 

Thus, the system E0 is asymptotically stable. 

 

 On observing the A-axis we see that it remains constant for 

any given initial condition. Also, we notice that ɚ1 and ɚ4 are 

real and negative which are conditions necessary for attaining 

asymptotic stability hence we are left to analyze ɚ2 and ɚ3
 . 

 

But 

           é(4) 

é (5) 

    

   and  of equations (4) and (5) are the 

conditions necessary for  to be asymptotically 

stable respectively. 

 

The Jacobean matrix of  is given as: 

 
Consequently the Eigen values of is given as: 

 
 

Since not all the Eigen values are real and negative it implies 

that the system of  is not stable by means of Ruth Hurwitz 

criterion.  

 

VIII.  BASAL  REPRODUCTION  RATE  (R0) 

This is a bifurcation parameter meaning that, if R0> 1, all 

disease free equilibrium points are unstable and the epidemic 

process persists. If R0< 1, there is asymptotically stable 

disease free equilibrium point; thus, the disease can vanish. In 

this model, the basal reproduction rate can be determined by 

analyzing the stability of .  

From equations (4) and (5) we obtain our Basal 

Reproduction Rates (R01 and R02) as: 

 

     é (6) 

              é (7) 

Consequently if  are < 1, the virus 

propagation within the network is avoided. Then the limiting 

infection rates of antidotal computers  are 

given by: 

     é (8) 

     é (9) 

 

 V. ENDEMIC EQUILIBRIUM POINT  

Endemic equilibrium point is characterized by the 

existence of infected systems in the network. This is to say 

that I Í 0. 

 
The Jacobean matrix of  is given as: 

 

 

 

 

 

 

 

Using MATLAB 7.10.0 (R2010a) to solve for the 

Characteristic polynomial of  E2 we have the given result 

below: 

NB: ɚ = ɓ1*I 

The characteristic polynomial P(ɚ)  of the Jacobean 

matrix is given as: 

P(ɚ) = ɚ
5
 + [U3(t) + ɟ- Ŭ*S - Ŭsa*S + ɓ1*I + ɓ2*I - I*U 2(t)]*ɚ

4
 

 + [ɟ*(U3(t) - Ŭ*S + ɓ1*I + ɓ2*I) -(Ŭsa*S + I*U2(t))*(U 3(t) + ɟ- 

Ŭ*S + ɓ1*I + ɓ2*I) + ɓ1*I*U 4(t) + ɓ1*I*(U 3(t) - Ŭ*S + ɓ2*I)]* 

ɚ
3
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+ [ɟ*(ɓ1*I*U 4(t) + ɓ1*I*(U 3(t) - Ŭ*S + ɓ2*I)) - (Ŭsa*S + 

I*U 2(t))*( ɟ*(U3(t) - Ŭ*S + ɓ1*I + ɓ2*I) + ɓ1*I*U 4(t) + 

ɓ1*I*(U 3(t) - Ŭ*S + ɓ2*I)) - ɓ1
2
*I

2
*U 4(t) - ɓ1*I*U 4(t)* ɟ+ 

ɓ1*I*U 4(t)*(U 3(t) - Ŭ*S + ɓ1*I + ɓ2*I)]* ɚ
2
 

+ [ɓ1
2
*I

2
*U 4(t)* ɟ- ɟ*( ɓ1

2
*I

2
*U 4(t) - ɓ1*I*U 4(t)*(U 3(t) - Ŭ*S 

+ ɓ1*I + ɓ2*I)) - (Ŭsa*S + I*U2(t))*( ɟ*( ɓ1*I*U 4(t) + 

ɓ1*I*(U 3(t) - Ŭ*S + ɓ2*I)) - ɓ1
2
*I

2
*U 4(t) - ɓ1*I*U 4(t)* ɟ+ 

ɓ1*I*U 4(t)*(U 3(t) - Ŭ*S + ɓ1*I + ɓ2*I)) - ɓ1*I*U 4(t)* ɟ*(U3(t) - 

Ŭ*S + ɓ1*I + ɓ2*I)]* ɚ  

+ (Ŭsa*S + I*U2(t))*[ ɟ*( ɓ1
2
*I

2
*U 4(t) - ɓ1*I*U 4(t)*(U 3(t) - Ŭ*S 

+ ɓ1*I + ɓ2*I)] ï [ɓ1
2
*I

2
*U 4(t)*ɟ+ ɓ1*I*U 4(t)* ɟ*(U3(t) - Ŭ*S 

+ ɓ1*I + ɓ2*I)]  

 

Again with the aid of MATLAB 7.10.0 (R2010a) the 

Characteristic Roots of the Characteristic Polynomial is given 

as: 

ɚ1 = 0 

ɚ2 = Ŭsa*S + U2(t)*I  

ɚ3 = - ɟ/2 - (ɓ1
2
*I

2
 - 2* ɓ1*I* ɟ- 4*U4(t)* ɓ1*I + ɟ

2
)
(1/2)/2

 - 

(ɓ1*I)/2  

ɚ4  = (ɓ1
2
*I

2
 - 2* ɓ1*I* ɟ- 4*U4(t)* ɓ1*I + ɟ

2
)
(1/2)/2

 - ɟ/2 - 

(ɓ1*I)/2  

ɚ5 = Ŭ*S - U3(t) - ɓ2*I  

 

IX.  GRAPHICAL  SOLUTIONS 

 

In this section, the derived equations of equation (2) 

is simulated by using MATLAB with ODE45 scheme. The 

values of parameters are as presented below.  

Parameter   ɓ1 ɓ2 ɟ  
Value 0.2 0.2 0.6 0.3 0.1 5 

 

Now we consider the initial population containing susceptible 

nodes S(0) = 6, Latently infected nodes L(0) = 1, infected 

nodes I(0) = 2, recovered nodes R(0) = 1 and antidotal nodes 

A(0) = 1 for numerical simulation 

 

 
 

Fig.3 The plot shows the population of latent infected 

computer against time 

 

 
Fig.4 The plot shows the population of infected computer 

against time 

 

 
 

Fig.5 The plot shows the population of antidotal computer 

against time 

 

 

VII.  DISCUSSION 

Considering that P(ɚ) is of the form: 

 
On close examination of P() we have that; 

 

¶ ɚ1 = 0 is a root of P() which implies that 0 is a root 

of P( ) 

¶ and 0 is a root of  P(ɚ) whenever  = 0 

by observing ɚ2,  ɚ3, ɚ4 and ɚ5 

¶ Hence, the system of E2 would be asymptotically 

stable whenever   = 0  

¶ By means of Ruth Hurwitz criterion, the system of  

E2 is unstable as long as >1   

Also, the graphical solution of fig.3 and fig.5 shows that the 

virus infection has not been completely eradicated from the 

network as the graphical simulation of the latent infected 

computers show. 

 

VIII . CONCLUSION  

 

From the graphical simulation we observed that ten (10) 

computers of the eleven (11) computers on the network where 

completely antidotal with functioning limiting infection 

parameters . while the 11
th
 computer is 

antidotal but not completely as a result of latent infection on 

that computer system which explains why is asymptotically 

stable. This implies that the aim of every organization which 

has a computer network should be to have every computer 

fully protected by means of making them antidotal and as well 

as having computer system administrators who has vast 
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knowledge of computer virus behavior as this would go a long 

way in aiding the detection of latent viruses on the network 

computers as well as stopping them before they become 

infective. It is also observed in system E1 where the total 

population of computers on the network is susceptible that the 

Jacobean matrix was unstable. This is more or less an 

indication of the fact that susceptible systems on the network 

are prone to viral infection since there is no available 

parameter in the susceptible class of machines for 

checkmating computer viral infections. Also, the Jacobean 

system of  clearly indicates that as long as the birth rate 

( ) of the virus is zero or less the effect of the threshold on 

the network is negative there by leading to an asymptotically 

stable system. Hence to eradicate the infection from an 

infected network the aim should be to drive the birth rate of 

the virus to negative. More importantly to note is the fact that 

the latent infection state cannot be neglected in any 

mathematical model of computer virus spread since as shown 

in our graphical simulation above, the latent computer on the 

network never attains zero (0) which implies that if the 

necessary conditions are in place there could be another round 

of virus spread on the network. 

However, it should be noted that driving the birth rate of 

computer viruses to negative is an effective means of deterring 

the spread of the computer virus on the network systems. This 

does not go to imply the non-existence of computer virus on 

the network system; a consequence of the fact that even the 

most effective Antivirus Software can not accurately detect 

the presence of new and modified computer viruses, a 

fundamental flaw related to the fact that most antivirus 

softwareôs detect computer viruses based on the computer 

virus definitions that they have within their viral scan 

mechanism. 
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Abstract ð One of the security issues in Nigeria is the proliferation 

of identity theft and fraud relating to the uses of automated teller 

machine (ATM) from banks. Research shows that perpetrators of this 

act are hackers that make use of the last four digits of the sixteen 

digits printed at the front of the ATM card (ATM card number), the 

expiry date and card verification value (CVV) number printed at the 

back of the ATM card. Fingerprint contains unique features for 

individuals which can serve as a backbone security for everyone.  

There are several fingerprint point matching, but the researchers deal 

mainly on minutiae fingerprint point matching and how problems 

associated with it can be overcome. However, many researchers have 

worked on minutiae but the problem posed by minutiae is that it 

causes noise as a result of dirt, injured finger and many other 

obstacles thereby bringing about low quality images as the result.  

This paper therefore proposes a framework that helps solve identity 

fraud with ATMs using hybridized k-means and discrete wavelet 

algorithms for segmentation, feature extraction and matching.  Front-

end of the application was implemented using Java programming 

language and MySQL database (wampserver) was also used for back-

end.  

 

Keywordsð K-means algorithm, Discrete wavelet algorithm, 

Hackers, Automated Teller Machine (ATM), Fingerprint. 

X.  INTRODUCTION  

A prominent security issue in Nigeria is the increase in 

identity theft and fraud in relating to the usage of automated 

teller machine (ATM) from banks [1]. Research shows that 

perpetrators of this act are hackers that make use of the last 

four digits of the sixteen digits printed on the ATM card, this 

is tagged as the ATM card number, the expiry date of the 

ATM card is one of the information they work on, with the 

card verification value (CVV) number written at the back of 

the ATMs. The hackers make use of software to enhance their 

work, they break into bank accounts and transfer fund from 

one account to another, they sometimes steal peoples ATM 

card and tries to break the security by generating a code 

different from the ownerôs personal identification number 

(PIN code) thereby making withdrawals from the personôs 

account without the personôs consent. 

Automatic validating someoneôs identity using his face, 

iris or fingerprint is no more science fiction, but rather it has 

become a normal daily routine of authenticating procedure in 

many places. Biometric recognition have emerged as most 

promising option for securing valuable information based on 

individualôs physical appearance and/or behavioral features 

[2]. For the fact that individualôs natural traits/features cannot 

be forgotten, forged, misplaced or stolen. Biometric-based 

technologies can be group into two: identification of 

physiological features which includes face, fingerprint, finger 

geometry, hand geometry, hand veins, ear, palm, iris, retina, 

voice and so on. Second one is behavioral traits which 

includes gait, keystroke dynamics, DNA, signature and so on. 

[3], [4], [2]. For numerous reasons, the fingerprint is generally 

acceptable to be the most practical features. Fingerprints 

recognition are easily accessible, requires least effort from the 

user, capture only information required for the recognition 

process and provides relatively good performance. Another 

motivation for its acceptance is the relatively cheap price of 

fingerprint sensors [5], [6]. There are five categories of 

fingerprint based on the grouping of their pattern types, they 

are: arches, tented arches, left loops, right loops and whorls. 

Most fingerprint verification system make uses of minutiae 

matching point, minutiae points are the regions in a fingerprint 

image where the fingerprints splits into two new ridges [7]. 

Minutiae is believed to be more effective and ascertained 

method in terms of cost, time and man power [8], but the 

major problem posed by minutiae is that, it is prone to noise as 

a result of dirt or any other obstacles. 

K-means algorithm is used mainly for clustering [9], in 

the proposed system k-means algorithm is used for 

mailto:simbiatoladoja@rocketmail.com
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segmentation, and the purpose of segmentation is to eliminate 

the background region that could cause noise as a result of 

dirt, and to obtain an obstacle free foreground region as the 

region of interest (ROI). Therefore, in order not to crop out 

false features and to minimize processing time prior to 

segmentation, this work used Improved Segmentation method 

based on K-means for sensor Interoperability (ISKI) method 

[10]. Wavelet on the other hand is used to extract features 

from the segmented ROI and  then stored into database for 

reference, comparison and matching purpose for a genuine 

authentication process. Java programming language is used for 

front-end because of its platform independence, scalability, 

easy integration, high level of security, dynamism, easy 

implementation and upgrade. It follows that if this system is 

properly implemented on ATMs, the level of insecurity will be 

reduced to the barest minimum if not eradicated totally. 

 

II. STATEMENT OF PROBLEM  

The technology advancement in information technology 

has made transaction possible anywhere, and any point in 

time. Online banking has made banking activities to be fraud 

prone, and thereby giving room for fraudulent acts by hackers 

and internet thieves to gain access to others account 

information. It follows that this terrible acts cause threats to 

life and properties of the account holders. 

It is a known fact that hackersô activities have negative 

impact on the nationôs economic development and 

infrastructure [11]. Minutiae points are the regions in a 

fingerprint image where the fingerprint splits into two new 

ridges [7]. Minutiae is also believed to be  more effective and 

ascertained method in terms of cost, time and man power [8] 

but the major problem posed by minutiae is that it is prone to 

noise as a result of dirt or any other obstacle thereby bringing 

about low quality images as a result.  

This research therefore seeks a more secure way for 

transaction processing using automated teller machine (ATM); 

this is achieved by proposing a system that implements K-

means and discrete wavelet algorithm for the process of 

segmentation, feature extraction and matching; so as to obtain 

a more secure way of authentication before any transaction 

can be made from the ATM. 

 

III.  LITERATURE REVIEW  

Biometric system has become most acceptable mean of 

recognition in the recent times, the process compare the 

incoming information with the one in the database and 

confirming if the information tallies i.e. authentication process 

(verification and identification process) [12]. 

Sophisticated processing in biometric system can be 

taught of, as individual identify a specific person, and when 

someone presented to the system, it can decides whether the 

person is someone familiar or not [12]. The algorithm used in 

biometric also permit the matching (compare) of an enrolled 

(existing) template with a new template just created for the 

validation of an identity, termed a live template [13]. When an 

existing template and a live template are compare, the system 

estimates the closeness of the two templates. If the match is 

close enough, a person will be confirmed and authenticated. If 

not, he will not be verified and deny access to the system. 

 

IV. REVIEW OF EXISTING RELATED R ESEARCH 

The use of ATM which has been embraced by most 

individuals still leaves them with fear of security which needs 

to be tackled with all seriousness it deserves, before customers 

can be comfortable with the use of ATM for all their 

transactions. 

ATM cards must be very secure to the extent that, even 

if the owner misplace or lost the card, and it will still have 

confidence that the hacker or attacker will be unable to use the 

card. Since security measures at ATM points play a 

momentous role in averting attacker or hackers from making 

illegal withdrawals or transactions on customerôs money, 

several researches have proposed the used of fingerprint 

biometrics on ATMs before withdrawal or any form of 

transaction can be done. Jeroen, Ileana, Koen and Emile [14] 

provided adequate information about the benefits and 

limitation of incorporating biometrics in a PIN-base payment 

authentication system. Based on their review they proposed a 

biometric method that can be incorporated into a PIN-based 

verification infrastructure by binding a fixed token, renewable 

number to a noisy biometric sample. The South African Social 

Security Agency (SASSA) has introduced a new SASSA 

Payment Card that has a fingerprint authenticated features. 

The card is a MasterCard SASSA-branded smart payment, 

which has an embedded chip containing personal information, 

fingerprint and secret PIN. With the card, card holders can 

easily withdraw and make payment at point-of-sale (POS) 

center, purchase airtime, pay water and electricity bills, or 

open accounts [15]. Wang et al. [16] proposed a fingerprint 

orientation model based on 2D Fourier expansions (FOMFE) 

in the phase plane. However, their proposed FOMFE does not 

necessitate prior information of singular points, it is able to 

define the overall ridge topology without flaw. Fengling et al. 

[17] proposed an encryption/authentication smartcard based 

scheme for ATM banking system. Their proposed smartcard 

has two stages of security check; the first layer performs 

authentication based on information embedded on the 

smartcard. At the second layer, fingerprint authentication is 

done via feature and minutiae matching. Das and Jhunu [18] 

discussed on susceptibilities and the increasing in criminal 

activities occurring at ATMs and offered a fingerprint 

authentication prototype for enhancing security of ATM card. 

The systems assumed the same measure as the current work 

by framing modules for enrolment of fingerprint, fingerprint 

images enhancement, feature extraction, database and 

matching. Santhi and Kumar [19] provide a review detail on 

various existing biometric systems and also identified the 

strengths and limitations of each of the system presented. 

Hence, they proposed Personal Identification Image (PII) 

security enhancement method to secure ATM. Bhosale and 
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Sawant [20] and Ibiyemi et al. [21] presented a new hybridize 

feature-based biometrics models which replaced card system 

with biometric technology. Their model used fingerprint, iris 

and PIN to provide reliable and full-proof ATM 

authentication.  

Mali et al. [22] presented a framework for real time 

secured ATM application using a combination of thumb print, 

face recognition and PIN. Their proposed framework is 

expected to register thumb print and face features and store at 

a server in encrypted format. Validation is done by decrypting 

the stored patterns in database, and compare with input pattern 

before access privilege is granted for ATM operations. Their 

system employs Principal Component Analysis (PCA) and 

Eigen algorithm for the face recognition, LSB algorithm for 

stenography and AES algorithm for cryptography. However, 

the framework seems promising, but detailed implementation 

and evaluation is not presented in their work. Abayomi et al. 

[23] proposed an enhanced e-banking system where customer 

can access multiple accounts over different banks institutions 

with a single ATM card as fingerprint authentication. A 

match-on-card technique was used, which relies on a one-to-

one matching where the data from the ATM fingerprint sensor 

is compared only to the template stored on the userôs ATM 

card. This will help in privacy concern of users; the system 

will also help the users to have access to multiple accounts 

with a single ATM card. It is secured and help in reducing 

ATM fraud. The paper employed the unique features of 

fingerprint to overcome the flaw of the PIN based ATM 

authentication. Selina and Jane [24], proposed a method of 

existing security of the ATM system with integration of 

fingerprint of the user into the bankôs database, so as to serve 

as additional means of authenticating the user. This was 

accomplished by modelling and constructing an ATM 

simulator that imitate a typical ATM system. Krishnamurthy 

and Redddy [25], are of the opinion that the working of ATM 

machine can base on when customer place finger on the 

fingerprint module of ATM machine; ATM will automatically 

generates 4-digit code message and send it to the mobile 

phone of the authorized customer via GSM modem connected 

to the microcontroller. The received code should be input into 

the system through the touch screen keys of ATM. After 

inputting, it verifies whether it is a valid one or not and grants 

the customer access to perform whatever transaction it wants. 

The problem with this approach is that, if network of mobile 

network provider failed, the user may not be able to receive 

code message send to his/her mobile phone.  Jimoh and 

Babatunde [26], proposed a Short Message Service (SMS) 

Verification enhancement for the ATM Authentication. The 

usability of the developed prototype was verifi ed using 

heuristic evaluation method with the help of a questionnaire. 

The report from ten (10) respondents who are ATM users in 

the country and the data obtained were analyzed using 

Statistical Package for Social Science (SPSS). Charles and 

Wilfred [27], presented a unified (single) smart card-based 

ATM card with biometric enhanced cash dispenser for all 

banking transactions. Their proposed work is expect to reduce 

the number of ATM cards carried by an individual and the 

biometric integrated on ATM is to increase the level of 

security compare to the PIN based which are currently being 

used. 

However, with the advent of the proposed cloud 

computing the level of insecurity and ATM crime rate will 

drastically increase as fraudsters and hackers will have more 

access to banking systems, information and tools, the 

researcher therefore, proposes a more secure way of dealing 

with ATM fraud by providing a novel way of biometric 

authentication by hybridizing two popular algorithms for the 

proposed system so as to prevent hackers and ATM fraudsters 

from withdrawing money illegally without the account 

ownerôs consent. It follows that if the proposed system is 

properly implemented the level of insecurity in ATM dealings 

will drastically reduce if not totally eradicated. 

 

V. RESEARCH METHODOLOGY  

The proposed framework for the ATM Fingerprint 

Recognition process is presented (Fig. 1), starting with feature 

extraction and matching. The framework is adapted from the 

conventional biometric recognition process. In this system, for 

each training fingerprint image, k-means algorithm is used for 

the pre-processing step to perform fingerprint segmentation; a 

center region (core point) area of the fingerprint is detected 

using discrete wavelet transform (DWT) to crop the region of 

interest (ROI). The fingerprint features are extracted using 

DWT and stored into the database. During the testing phase, 

features will be extracted from the scanned fingerprint image 

from the scanner and matched with the corresponding features 

stored earlier. Distance based matching is used for similarity 

measure. 

VI. FINGERPRINT PRE -PROCESSING 

All biometric recognition systems need to filter the live 

sample in some way in order to find the relevant parts. That is, 

by removing the background from a captured image or by 

transforming a fingerprint scan from gray scale to black and 

white; or transform the lines to a width of just one pixel, all 

this are done at the pre-processing stage of the recognition 

system. Fingerprint pre-processing consists of four major steps 

which includes; image alignment, segmentation, enhancement, 

binarization and thining. All these process helps to improve 

the feature extraction and matching of fingerprint templates 

[28].  

 Fingerprint segmentation is an important section in 

automatic fingerprint recognition system. Effective 

segmentation increase the detection accuracy of minutiae and 

subsequent reduce the processing time, thus it augment the 

performance of the entire system. In this research work, K-

means algorithm is used for fingerprint segmentation at the 

pre-processing stage. 

       Clustering is an unsupervised machine learning process 

which classify set of physical or abstract objects into similar 

objects or groups [29]. Fingerprint segmentation can be 
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viewed as a Bi-class clustering task, whose aim at differentiate 

the foreground cluster (that is, fingerprint) from the 

background one. Consequently, segmentation are performed 

on individual fingerprint image by using clustering algorithm 

without pre-label information on the image. The researchersô 

approach employs the Improved Segmentation method based 

on K-means for sensor Interoperability (ISKI) for fingerprint 

segmentation algorithm [30]. 

  

  

Fig. 1: Proposed framework for Fingerprint Recognition 

 

 K-means algorithm was proposed by [9] is a famous 

employed clustering method. In [10] a k-means based 

segmentation method named SKI (Segmentation based on K-

means for sensor Interoperability) is proposed to solve the 

problem of sensor interoperability. In SKI, each fingerprint 

image is grouped into non-overlapping chunks (blocks) with 

the same size of w×w pixels, and three block-wise features: 

coherence, mean and variance (CMV) are extracted as the 

feature vectors. For individual fingerprint image, k-means 

algorithm is employed to cluster the blocks into two clusters. 

A classification pre-processing is done to decide which cluster 

designates for the foreground blocks since the outputs of k-

means are of two clusters without indicating foreground or 

background. Thereafter, SKI applies morphological post-

processing to remove the noisy blocks.  

 With the aim of effectively differentiate the blocks 

around the border as foreground or background, by following 

the earlier work [10], the researchers proposed an improved k-

means based sensor interoperable segmentation (ISKI). For 

individual fingerprint image, k-means algorithm is firstly 

employed to cluster the blocks into foreground and 

background. Then the blocks which have the same distances 

with the two cluster centers, the process will be repeated 

again. The fig. 2 depicts the framework of ISKI and the steps 

involve in ISKI are follow: 

Step 1: Each fingerprint is grouped into non-overlapping 

chunks with the identical size of w×w pixels, and the block-

wise CMV features are extracted [10] to represent the feature 

vectors. The CMV values are normalized using Min-Max 

normalization into [0, 1]. 

Step 2: Clustering of the blocks into the foreground and the 

background cluster is done using K-means algorithm. Firstly, 

the cluster number is set to be 2. The focal point of the 

fingerprint image is marked as the cluster center of the 

foreground cluster, and the edge of the fingerprint image is 

considered as the cluster center of the background one. Then, 

each block is allotted to point to the cluster center which has 

the nearest Euclidean distance to it, and after that, the new 

cluster centers are recalculated, this procedure is repeated until 

the value remain constant. When k-means clustering is done, 

the two cluster centers of each block with distances are 

documented respectively. An ensign is used to designate if a 

block is either a foreground block or a background block 

based on the result of k-means algorithm. It is labeled ensign1. 

Step 3: In this step, the blocks with the same distances with 

two cluster centers are identify and secondary determination is 

done on these blocks. In each block, the difference value of 

the two distances from cluster centers is computed. If the 

value is greater than the threshold Tv (Tv is an empirical 

parameter), the block belongs to foreground region or 

background region is determined by the k-means algorithm. 

Else the block is marked.  Secondary determination is 

conducted on the marked blocks using the following three 

steps: 

Step 3a: Extract a new block-wise feature: called combination 

of variance and its gradient. This feature is defined to be [31]: 

 

     Eq.1 

      Eq.2 

        Eq.3 
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      Eq.4 

where VI is the variance of the block, 

           DVI gradient of the block, 

           x, y is the coordinate distance from the block center, 

           and VarG is the combination of variance and its 

gradient. 

 For every marked block, the feature is extracted and 

normalized into [0, 1] using Min-Max normalization. If this 

feature value is more than the threshold Tv, that block is 

considered as foreground block, else it is considered as 

background block. The ensign that specifies a marked block as 

a foreground block or a background block based on the 

decision of Step 3a is called as ensign2. Tv is an adaptive 

threshold which is equivalent to the median value of the 

combination features. 

 

 
 

Fig. 2: Framework of ISKI 

 

Step 3b: Let consider the results of k-means of 8 

neighborhoods marked blocks. If more than 4 neighborhoods 

are considered to be foreground blocks by k-means clustering, 

the block is designated as foreground block, else the block is 

designated as background block. The ensign that specifies a 

marked block as a foreground block or a background block 

based on the decision of Step 3b is called as ensign3. 

Step 3c: Vote to decide the label of the block. For every 

marked block, three steps have been used to decide if it is a 
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foreground or background block. The results of the three steps 

are recorded by ensign1, ensign2 and ensign3. The recorded 

data in the ensigns will be used to decide the block that 

belongs to the foreground area or background area by voting. 

If marked block has vote that greater than two votes as 

foreground (or background) block, the marked block is 

labelled as foreground (or background) block. 

Step 4: Noisy blocks are eliminated by Morphological post-

processing. 

A. Discrete Wavelet Transform (DWT)  
Wavelet transform (WT) denotes image as a summation 

of wavelets on various resolution levels. The strong point of 

the WT is that it provides high temporal localization for high 

frequencies while offers better frequency resolution for low 

frequencies. Therefore, WT is one of good algorithms to 

extract local features of the image. The hierarchical wavelet 

transform employs predecessor wavelet functions and its 

associated scaling functions to breakdown the original 

signal/image into various sub bands. The decomposition 

process is repeatedly applied on successor bands (sub bands) 

to produce the subsequent level of the hierarchy. 

This illustrations one level DWT. An image f(x, y) whose 

forward discrete transform can be defined in the form of 

following general relation: 

where, i = {H, V, D} and j0 is an arbitrary initial scale. 

Wű(j0, m, n) coefficients express the approximation details of 

image f(x, y) at scale j0.  

Wiű(j0, m, n) coefficients add horizontal, vertical and diagonal 

details of image f(x, y) at scale j0. In this research work, we 

applied wavelets on the segmented image which is the output 

of our pre-processing stage and the features was extracted 

from the cropped image around the Core Point. In this work, 

we used level 2 daubechies transform. Daubechies is 

employed to solve the problems associated with JPEG 

compression and random additive noise. 

 

B. Feature Extraction 

Feature extraction is dealt with the quantification of 

texture characteristics in terms of a collection of descriptors or 

quantitative feature measurements, usually called feature 

vector. DWT Feature extraction commences extraction by 

transform the input image into a 2-level discrete wavelet 

transform decomposition. At each level, the WT breakdown 

the given image into three directional paths, that is, horizontal, 

diagonal and vertical detail sub bands in the direction of 0, 45 

and 135 respectively apart from the approximation (or) 

smooth sub band. Standard deviation and the energy based 

techniques are applied independently on individual sub-band 

information. The standard deviation is then estimated from the 

horizontal, vertical and diagonal details referred to as {dj 1 dj2 

dj3}.the equation 5 is used for estimating standard deviation: 

 

 Eq.5 

 

where, Wk(i, j) is the k
th
 wavelet decomposed sub-band. M x 

N is the wavelet decomposed sub-band. ɛk is the mean value 

of k
th
 decomposed sub-band. Similarly Eq.6 used to estimate 

energy function. 

 

 Eq.6 

 

where X (m, n) is a discrete function whose energy is to be 

calculated. 

C. Matching 

Distance based classifier is used in the proposed system 

for fingerprint recognition. Relative distances of individual 

Feature Vector are compared with the already stored Feature 

Vectors. Euclidean distance metric given in Eq.7 is used to 

calculate the similarity or match value for given pair of 

features. Zero distance indicates a perfect match, and feature 

tends towards mismatch as the distance increases. 

 

   Eq.7 

 

VII.  RESULTS AND DISCUSSION 

 

A. The Admin Login 

Admin login (fig. 3) allows the admin to login and 

prevents all unauthorized users from logging in or access the 

database so as to have a secured environment and smooth 

operation for the process of extraction through the 

normalization of image using Min-Max normalization and 

matching using the designed threshold (Tv) by the researcher 

or retrieval of data as the case may be. 

 

 
Fig. 3: Admin login page 

 

B. The Enrolment Phase 

The enrolment phase (fig. 4) involves capturing of the 

account holderôs bio-data and all necessary information, 

assigning account number to each enrollee and taking the 

biometric details also, the next of kinôs information is 

contained in the data captured, this is then stored in the 

database for further reuse. The biometric fingerprint has four 

features; the first one is the biometric image, binarized image, 

thinned image and the minutiae image. Once all the necessary 

information need has being captured and the passport of the 
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account holder has being loaded then the system displays 

enrolment SUCCESS otherwise ENROLMENT NOT 

SUCCESS. The captured information is subject to editing as 

the information can be edited from time to time if need arises. 

It must be noted that the editing can only be done by an 

authorized person. 

 

 
Fig. 4: Enrolment page 

 

 

C. Database Storage Phase 

The database storage houses all information captured 

from all account holders, can be retrieved when needed and 

can be edited when the need arises as it is possible for account 

holders to have a changed information from time to time and 

the biometrics too changes as the individual grows so the 

biometric details too should be updated from time to time. The 

account number, passport and biometrics stored in the 

database helps verification process and make it easy. 

 

D. System Verification Phase 

In the verification phase an account number, and 

biometric fingerprint has to input into system, and the system 

checks if the information stored earlier is matches with the one 

provided by the customer with the account number and the 

biometric fingerprint. Then, if it matches, the system displays 

VERIFICATION IS SUCCESSFUL  else NOT 

SUCCESSFUL is displayed. The system compare the result 

gotten from the captured fingerprint with the threshold that has 

being set by the Admin, if the score gotten is greater than the 

threshold (Tv) score, the system proceeds to the next phase.  If 

otherwise the system displays WRONG USER. (See fig. 5) 

 

 
Fig. 5: system verification 

 

E. Registered Account phase 

The registered account phase has all the account holdersô 

account numbers details which include information about 

account balance and account type i.e. saving or current in a 

tabular form. In this phase, the admin has the privilege to edit 

the account information and add or updates as the need be. 

(Fig. 6)  

 

 
 Fig. 6: Registered Accounts 

 

F. ATM Client phase 

The ATM client phase allows users to perform all 

transactions they want. Once the fingerprint of the user is 

verified, the user clicks on proceed and the screen displays 

balance enquiry, withdrawal and others. The account holder 

can choose the transaction that he/she wants to perform. For 

instance if the account holder chooses to check balance he/she 

clicks on Balance Enquiry then select account type either 

savings or current and the balance of account is displayed. If 

he/she chooses to withdraw, he/she will click on withdrawal, 

the system then prompts the user to choose the account type 

after which varieties of denominations are displayed (1,000 

2,000 5,000 10,000 15,000 20,000 25,000 and others) the user 

then chooses the amount he/she wishes to withdraw, if the 

amount is greater than 25,000 then the user selects others and 
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punch in the amount he/she wishes to withdraw. (Fig. 7 to Fig. 

12) 

ATM Client page 

 

 
Fig. 7: ATM biometric Fingerprint Authentication page 

 

 
Fig. 8: Transaction Selection Page 

 

 
Fig. 9: Account Type Selection Page 

 

 
Fig. 10: Withdrawal Amount selection Page 

 

 

Fig. 11: Transaction Completion Notification Page 

 

 

Fig. 12: Account Balance Display Page 

 

VIII. CONCLUSION 

This work has gone a long way to check the high-level 

of ATM fraud in Nigeria as the account holder will have to 

proof that he/she is actually the person claims to be. They will 

have to go through some verification processes by supplying 

their PIN number, some account details and their biometric 

fingerprints will have to be verified. If it actually tallies with 

the one in the database before they can initiate any transaction. 
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With this development, if the system is properly implemented 

the level of ATM frauds will be reduced drastically in Nigeria 

if not totally eradicated. 

 

VII . AREAS OF FUTURE WORK  

The researchers intend to further the research work on 

using multimodal biometric i.e., the use of multiple biometric 

methods such as iris, fingerprint, retina, facial recognition and 

so on for authentication of account holders before initiating 

any transaction so as to be sure that they are the true owner of 

the account they claimed. 
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Abstractð The recent growth in the adoption of mobile health 

(mHealth) initiatives is mainly driven by low physician-to-

patients ratio and prevalent access barriers to remote 

areas. Mobile technology is increasingly being integrated into 

health care system for disease surveillance, appointment 

reminders, disease outbreak alerts, health education 

and remote access to patient records. In developing countries, 

these initiatives have the potential to transform the current 

face of our health delivery service as most emerging economies 

have long maintained low performance on human development 

index, doctor-to-patient ratio, and income level. However, 

successful implementation of these mobile technology-driven 

initiatives requires low-cost platforms, and more reliable and 

scalable critical infrastructure deployment beyond legacy 

ecosystems. Therefore, this paper identified wide gap in digital 

divide as one of the major implementation challenge of 

mHealth in developing countries, especially in remote rural 

areas. Based on these, we propose a universal 

telecommunication framework that bridges the digital divide 

to promote deeper penetration of mHealth initiatives, thereby 

ensuring healthy lives and well-being of all at all ages in line 

with the 2030 Sustainable Development Goals (SDGs). 

Index Terms- rural telecommunication access; software 

defined radio; spectrum management; business models; 

regulatory frameworks. 

I. INTRODUCTION 

OBILE health (mHealth) is a subdivision of e-

Health (Electronic Health) wherein mobile devices 

are used to achieve health objectives. Disease surveillance 

and patient monitoring are considered necessary for  

 

effective prevention and control of ill-health. These provide 

useful information needed for early detection of epidemic 

and tactical action plan development that will effectively 

curtail the outbreak. mHealth initiatives have been widely 

deployed for appointment and medical reminders, 

interactive patient questionnaire, disease outbreak alerts, 

health education, remote access to patient registration 

document, work plan, counselling clinical decision making, 

and care coordination performance tracking [1]. The 

International Health Regulations (IHR) has mandated all 

countries to develop effective disease surveillance and alert 

systems for proper health response [2].  

Globally, there is yet to be any agreed common 

interoperability standard set for the implementation of 

mHealth. Nevertheless, it is obvious that voice, text, and 

data services of mobile communication technologies would 

be utilized together with underlying technologies such as 

Global positioning systems (GPS), Wi-Fi, Bluetooth, and 

other local and personal area network technologies [1]. As 

of 2011, the global mHealth projects designed for disease 

surveillance and awareness-raising stood at 26% and 23% 

respectively [1]. Rapid advancement in mobile technologies 

and significant increase in mobile subscription and 

penetration provide good opportunities and platforms for 

integrating mobile health into existing e-Health services. It 

is therefore of no doubt that mHealth has the potential to 

transform the current face of the health delivery service in 

developing countries. 

However, to achieve these goals, mobile network 

providers has a vital role to play as mHealth platforms 

require reliable network connectivity (in terms of coverage 

and capacity) and availability of widely adopted standards 

and services such as short messaging services (SMS). 

Successful implementation of mHealth initiatives likewise 

demands easy and flexible integration of the mHealth 

network gateway onto the mobile networks. Globally, 

research efforts have shown that most of the 

telecommunication infrastructures are deployed in the urban 

and suburban areas, neglecting the rural areas with limited 

or no network service [3-5]. Similarly, there exist a wide 

digital divide between developed and developing countries 

with respect to ease of access to digital information. 

In view of this, the concept of universal 

telecommunication access is aimed at making 

telecommunication infrastructure close enough to everyone 

irrespective of their geographical location, income level, 

age, gender or other discriminatory parameters. The concept 

of closeness is defined by availability, affordability and 

reliability [3]. The major challenges hindering the 

deployment of rural access schemes includes: population 

distribution, infrastructure deployment cost, and financial 

sustainability of rural telecommunication access schemes. 

M 
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These challenges make it very difficult for mobile operators 

to deploy macro base stations for cellular services in the 

rural areas.  

The future of the universal access and the benefits of 

mHealth in developing countries can only be realised if the 

critical infrastructure and service are presented as low-cost 

platforms or services that can easily be deployed, beyond 

the legacy ecosystems. These implementations could 

leverage ongoing developments in spectrum sharing 

techniques and lightweight software-based network 

implementations. This also demands innovations in the 

regulatory frameworks to create an operating environment 

that is conducive for innovative or disruptive business 

models. Therefore, we developed a process framework for 

universal telecommunication access in developing 

economies. The outcome of this work will inform policy 

makers, regulators, and business actors on the potentials of 

low-cost networks based on spectrum sharing and software 

defined radio technologies.  

The rest of the paper is organized as follows: Section II 

provides the mHealth architecture and implementation 

challenges; the level of mHealth adoption in developing 

economies was unravelled in Section III; Section IV 

highlights telecommunication access development in 

developing economies; Section V summarises universal 

access models (UAM); end-to-end technology framework, 

and concept for UAM-mHealth are provided in Section VI; 

and finally, Section VII concludes the paper. 

II. MHEALTH ARCHITECTURE AND IMPLEMENTATION 

CHALLENGES IN DEVELOPING ECONOMIES 

A. Architecture 

The primary goal of mHealth is to provide medical care and 

public health using the mobile devices. To fulfil this aim, 

mHealth architecture must have the capabilities of providing 

end-to-end medical services to the end users (patients). Mobile 

communication network is the main driver for successful 

implementation of mHealth; it serves as the delivery channel 

as well the interface between the clinicians, patients and 

electronic records. Fig. 1 shows the bidirectional interactive 

healthcare services, with direct clinical involvement [6]. The 

architecture consists of three main segments namely: the 

mobile network cloud which provides the global connectivity; 

the clinical services such as the electronic health records 

(EHR); personal health records (PHR) provided by the 

clinicians; and the medical application which provides the 

interface linking the patient mobile devices and the clinicians. 

B. Implementation Challenges 

Mobile network providers have a vital role to play as 

mHealth platforms require reliable network connectivity (in 

terms of coverage and capacity) and availability of widely 

adopted standards and services such as short messaging 

services (SMS). In addition to the SMS, some other basic 

services expected to be provided by the NMO includes; 

connectivity (voice and mobile broadband), data (HER, PHR 

and images) and Machine-to-Machine (M2M) services. It is 

worthy to note that these services will vary, depending on both 

the network of mobile operators and the capabilities of the 

mobile phones of end users. Although the current deployed 

mobile network architecture in most of the developing 

countries would still support all these services ranging from 

the SMS reminders to call centers, M2M communication 

which is considered as future or next generation mobile 

technology may not be realized at the moment. 

III.  MHEALTH ADOPTION IN DEVELOPING ECONOMIES 

Recently, a couple of mHealth initiatives were unveiled in 

some developing countries. These include: Mobile 

Technology for Community Health (MOTECH) in Ghana [7]; 

mobile phone short message service on antiretroviral treatment 

in Kenya [8]; AIDS Patient Care using Mobile phones in 

Uganda [9]; health workers text-message reminders to malaria 

treatment in Kenya [10]; open-source short message service-

based tool for monitoring malaria in remote areas of Uganda 

[11]; rural health centres, communities and malaria case 

detection mobile systems in Zambia [12]; cell phone-based 

and internet-based monitoring and evaluation of antiretroviral 

treatment in Rwanda [13]; SMS appointment reminders 

messages in an antiretroviral treatment clinic, in South Africa 

[14]; mobile direct observation treatment for tuberculosis 

patients in Kenya [15]; SMS for life in Tanzania [16]; remote 

clinics with laboratory results via short message service 

(SMS) in Swaziland [17]; mobile learning system in Botswana 

[18]; and many other projects reported.  

Availability and access to quality healthcare services has 

been a key challenge in most developing economies. In fact, 

nearly half of WHO member states (44%) have less than 1 

doctor to 1000 patients [19], which is less than the 

recommended 1:600. Most of these member states are from 

the developing countries. For example, the ratio of doctor-to-

patients in Malawi and Tanzania is 1:50,000, Liberia and 

Mozambique 1:35,000 [20]. Therefore, the mHealth project 

initiatives can help to provide better healthcare services in 

these locations especially, in the rural/remote locations that are 

not easily accessible. Despite the widening digital divide in 

developing countries, the adoption of mHealth is critical and 

important because mobile phone is still more accessible in 

rural and suburban areas when compared with other basic 

infrastructures such as electricity and roads networks [1]. The 

main barriers to adopting mHealth are cost effectiveness, legal 

issues, knowledge about the system and other competing 

health proprieties [1]. Still, widespread availability and the 

recent advances in mobile communication network coverage, 

and access to cheaper and more powerful mobile devices, 

provide a good opportunity towards the enhancement, 

management, prevention and control of chronic diseases. 
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IV.  TELECOMMUNICATION ACCESS DEVELOPMENT AND 

DIGITAL DIVIDE IN DEVELOPING ECONOMIES  

Developing countries contribute largely to the current 

global high penetration of mobile cellular systems. Whereas, 

the future of the mHealth in developing countries can only be 

realised if the required network infrastructure and services are 

provided, especially in the rural areas. Despite the potential 

benefits of mHealth in addressing access challenges in rural 

areas, significant research has revealed the existence of 

ódigital divideô. The gap between developed and developing 

countries, with respect to information availability, continues to 

increase every day. This can be attested from a wide gap 

between telecommunication subscription and penetration, 

ñdeveloped vs developingò. For instance, Fig 2 shows that 

developing countries have higher subscription in mobile 

cellular technology than the developed countries; but in 

reality, the penetration is very low due to the fact that most 

subscriptions are concentrated in the urban areas. Recent 

statistics from International Telecommunications Union (ITU) 

[21] have shown that Africa is the only region where mobile 

broadband penetration remains below 20%. This could be 

attributed to the fact that over 60% of African population 

reside in the rural communities characterized by poor 

infrastructure, low income, adversely scattered buildings, low 

literacy level, etc. The mobile broadband penetration in the 

developing countries stood at 39.1% compared with 82.2% in 

the developed countries.   

Findings from recent exploratory field survey [22] 

conducted in fifteen rural communities of Kwara State, 

Nigeria, proved these assertions. Results of the study indicated 

that out of the 15 villages visited almost all of them do not 

have access to telephone service. These villages were all less 

than 40 km from the capital city, Ilorin. The challenges 

identified remain the population distribution of the rural 

areas, security and socio-political challenges, infrastructure 

deployment cost, and financial sustainability of rural 

telecommunication access schemes. Other works conducted 

by various international organizations [3-5], such studies 

cutting across different parts of the world attest this fact. 

 

 

 

 
Fig 1: End-to-end Bidirectional interactive healthcare services 
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Fig 2. Mobile-Cellular telephone (a) Subscription and (b) penetration (Data source: ITU World Telecommunication/ICT Indicators database). 
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V. UNIVERSAL TELECOMMUNICATIONS ACCESS 

MODELS (UAM)  FRAMEWORK  

The key issue to be considered when developing 

universal telecommunications access (UTA), particularly for 

rural communities, is the choice of appropriate approach to 

achieve the access efficiently and effectively. The 

approaches, referred to here as universal access models 

(UAM), depend on many factors which involve the interplay 

of all the stakeholders: the service providers, governments at 

all levels, and the benefitting communities. Among the 

factors to be considered with respect to each stakeholder 

group, when choosing a UAM, are: the service providers 

provide level ground for competition, commercial 

profitability and the tariff packages. The government will 

provide the capacity to organize and run a fair and open 

competition, regulations, and monitoring, funding options 

and identify the actual needs of the communities. The 

benefitting communities on the other hand are the end-users. 

Fig 3 shows the schematic diagram of the universal access 

models framework. 

 

 
Fig 3: Universal Access Model Framework 

 

VI.  END-TO-END TECHNOLOGY FRAMEWORK AND 

CONCEPT FOR UAM-MHEALTH 

A. End-to-End Technology Framework 

The future of the universal access and benefits of 

mHealth in developing countries can only be realised if the 

critical infrastructure and service are presented as low-cost 

platforms or services that are easily adaptable, affordable, 

deployable, configurable and usable, beyond the legacy 

ecosystems. These implementations could leverage on-

going developments in spectrum sharing techniques and 

lightweight software-based network implementations. The 

core of this model is the development and promotion of 

energy efficient and cost effective access networks based on 

software defined radios and spectrum sharing. The 

promotion of energy efficiency will directly impact on 

slowing down the effect of climate change and network 

energy cost associated with the existing macro radio access 

networks. This will also free-up power for other 

development sectors of the economy, especially with the 

current state of electricity supply in the most developing 

countries.  

Fig 4 depicts the end-to-end technology framework 

UAM-mHealth. This covers both the backhaul technologies 

and spectrum management solutions deployed end-to-end 

between the public Internet domain and the radio access 

network. The UAM-mHealth framework takes an approach 

of leveraging existing software defined radio (SDR) 

platforms as the radio access network. For cost 

effectiveness, we propose using the Television White spaces 

(TVWS), long range Wi-Fi or satellite to backhaul the SDR 

RANs to the core network. In Fig 5, we provide the overall 

UAM-mHealth framework. In the framework, new players 

called the Village Service Providers (VSP) are introduced. 

These VSPs will provide GSM service to various villages 

and underserved areas using the UAM network access 

model provided in Fig 3. Disruptive regulatory frameworks 

and new business models will provide a general framework 

and ecosystem between the VSPs and the conventional 

Network service providers (NSP) and backhaul service 

providers (BSP). The VSP would in turn deploy one or 

hybrid of the Universal Access Models (UAM) for 

sustainability and business prospects of their networks 

within the communities.  
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Fig. 4: End-to-End Technology Framework 

B. VSP Network Models Implementation 

The Village Service Providers (VSP) can implement any 

of the following models: 

¶ Standalone GSM network Type 1: A VSP-GSM network 

consisting of the radio access network, base station 

subsystem, and direct spectrum assignment (DSA) from 

the regulators. The backhaul services (BS) are obtained 

from the NSP or BSP or from both service providers to 

complement the capacity demand for the VSP. (See Fig 

6). 

¶ Standalone GSM network Type 2: A VSP-GSM network 

consisting of the radio access network, base station 

subsystem, and spectrum assignment (i.e. spectrum 

service (SS)) from the existing mobile network service 

provider (NSP). 

¶ Integrated GSM Network: A VSP-GSM network but 

integrated with the core network of the existing mobile 

network operator. The VSP-GSM network will potentially 

reuse the spectrum of the MNO and the MNO will also 

provide the backhaul service. The backhaul service could 

also be sorted from the BSP. 

 

Fig. 5: UAM-mHealth spectrum sharing frame work and backhaul service 

VII.  CONCLUSION 

Mobile Health has been identified as the easiest way of 

extending healthcare delivery service and disease 

surveillance in developing economies, particularly in remote 

areas with difficult terrains. The rapid advancement in the 

mobile technologies, increased in mobile subscription and 

penetration, provide opportunities and enabling platform for 

integrating mobile health into existing e-Health services. 

Findings from this paper show that considerable mHealth 

initiatives have been proposed in many developing 

countries. It is also found that, the future of the mHealth in 

developing countries can only be realised if required reliable 

network infrastructure and affordable services are provided, 

especially in the rural areas. Digital divide is a principal 

limiting factor affecting wider coverage, adaptation, and 

implementation of mHealth initiatives. The gap between 

developed and developing countries, with respect to access 

to telecommunication service is becoming increasingly 

wide. For effective implementation of mHealth in 

developing countries, the mobile network providers must 

provide at the minimum, the necessary connectivity 

(coverage and capacity) and facilitate the use of the widely 

adopted standards and services such as SMS. The proposed 

framework would help in bridging the digital divide and in 

extending mHealth initiatives in the rural areas towards 

achieving the 2030 Sustainable Development Goals (SDGs).  
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