Abstract— The aim of this research is to present a new model of database creation by natural language. This will allow users, who lack the technical knowledge and skills, to be able to create their own databases without having to practice or learn additional languages. By using a variety of techniques, including the analysis of natural language sentences at the level of words, phrases, and sentences. In addition, semantic patterns and ontology are also used to analyze and specify the structure of the data according to the user requirements. Evaluation of the model is conducted by the 30 samples including students and lecturers by inputting natural language description of data into the model to command the computer for database creation. The results showed that this model can support a variety of sentence syntaxes, and create databases that meet the requirements of users with very high accuracy.
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I. INTRODUCTION

A database is an important source of information that helps organizations manage their work efficiently. However, the creation and management of the database require technical knowledge and skills. Moreover, the specific language, SQL is needed for database administration [1], therefore unskilled users cannot create or access the database. Though numerous studies related to Natural Language Processing have been conducted to allow users interfaced with computers by human languages in various topics e.g., text summary [2], document analysis [3], [4], language translation [5], and interface with database [6]. However, in the case of interface with database, most of these studies focus on data retrieval as in [7] without any study directly related to database creation. For this reason, the researchers are interested in developing the new model called Database Creation by Natural Language Processing (DCNLP). This will help users who lack technical knowledge and skills to create their own database easier. By using many techniques, including lexical analysis, phrase analysis, semantic pattern parsing and ontology, The DCNLP model is designed to be able to support the natural language sentences in a variety of syntax that corresponds to the actual usage.

II. RESEARCH METHODOLOGY

As shown in Fig. 1, there are 3 steps in this research: data collection, model development, and model evaluation.

A. Data collection

In the first step, the researcher collected 100 natural language descriptions of data which are required to store in the computer system by 50 experimental samples including students and lecturers.

B. Model development

The second step, all descriptions were used as a learning dataset which each description was analyzed for keywords, sentence patterns to create a dictionary, Rules and Semantic patterns which are the important parts used by the model to analyzing the sentence meaning and specify the structure of the database according to user specification.

C. Model evaluation

The experimental group consisted of 30 participants input 60 natural language descriptions of data into the model to analyze and create databases. Then the accuracy of the database structure was evaluated according to these descriptions.

III. PROCESSING OF THE MODEL

In Fig. 2. There are 6 steps in the DCNLP processing.
A. Lexical analysis
In this step, each natural language description that is inputted by the user is analyzed to separate into words and specify the type of words using the TLS-ART[8].

B. Entities and Relation analysis
In this step, all words derived from Step 1 were analyzed to identify the key elements which may be used as Entities or Relation i.e., nouns, noun-phrases, verbs, and verb-phrases. noun-phrases and verb-phrases are words that are made up of several types of words, as shown in Fig. 3.

- \( \text{พจนานุกรม(Noun)} + \text{พจนานุกรม(Noun)} = \text{พจนานุกรม(Noun)} \)
- \( \text{คำศัพท์(Noun)} + \text{คำศัพท์(Verb)} = \text{คำศัพท์(Noun)} \)
- \( \text{คำศัพท์(noun)} + \text{คำศัพท์(Verb)} + \text{คำศัพท์(Noun)} = \text{คำศัพท์(noun)} \)
- \( \theta(\text{Verb}) + \text{คำศัพท์(noun)} = \text{คำศัพท์(Verb)} \)
- \( \phi(\text{Noun}) + \text{คำศัพท์(Verb)} = \text{คำศัพท์(Noun)} \)

Fig. 3. Types of noun-phrases and verb-phrases

C. Words pruning
In this step, unnecessary, and redundancy words are eliminated.

D. Semantic analysis
In this step, all remaining words are parsed to the semantic pattern in the form of Nondeterministic Finite Automaton with output as shown in Fig. 4 to get the results as the entities, relations, and attributes.

Fig. 4. The semantic pattern in the form of Nondeterministic Finite Automaton with an output

E. SQL generator
In this step, the entities, relations, and attributes are mapped to tables and fields and then the SQL commands are created.

F. SQL execution
For this step, all SQL commands are executed to create a database.

IV. EXPERIMENTAL RESULT
In the experiment, 60 natural language descriptions are inputted into the model to evaluate the performance. The result showed that the DCNLP model was able to analyze natural language descriptions and create databases with a very high accuracy of 91.67%.

V. CONCLUSION AND DISCUSSION
Despite a very high accuracy in the model evaluation, the errors remain a serious problem in database creation. There is 3 main causes of errors: (1) typo error, (2) used of unknown words, and (3) used of unknown sentence syntaxes. Therefore, to improve the efficiency of the model, the number of samples tested should be increased and analyzed for unknown words and more sentence syntaxes to be added into the Model.
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